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A B S T R A C T

This paper introduces a privacy-preserving scheme for learning GloVe word vectors on encrypted data.
Users first encrypt their private data using a partially homomorphic encryption algorithm and then send the
ciphertext to a cloud server to execute the proposed scheme. The cloud server generates high-quality word
vectors for subsequent machine learning tasks by filtering out disturbances. We conduct a theoretical analysis of
the security and efficiency of the proposed approach. Experimental results on real-world datasets demonstrate
that our scheme effectively trains word vectors without compromising user privacy or the integrity of the word
vector model, while keeping the user-side implementation lightweight and offline.
. Introduction

Machine learning (ML) can be trained on large-scale datasets to ob-
ain a high-precision classification, recognition and prediction models,
hich have applications in various fields. Certain classes of classi-

al artificial intelligence tasks such as text recognition [1], image
lassification [2] and machine translation [3] have seen significant
rogress with the help of ML algorithms. However, ML requires a large
mount of computing and storage overhead, and ordinary users cannot
erform ML training independently locally due to resource constraints.
herefore, users have a strong desire to outsource local data to a cloud
erver, and use the powerful computing and storage capacity of cloud
ervers to efficiently complete ML tasks, thus reducing the huge costs.

Cloud computing provides distributed computing and storage re-
ources for users’ various personalized services. In order to lower
he operation costs, more and more users now outsource their data
nd computing needs to cloud service providers. However, due to the
ifferent levels of trust between the data owner and the cloud service
roviders, there are data security issues [4]. To deal with these security
ssues, private data are encrypted before being outsourced, and the
loud server receives encrypted data. However, in ciphertext domain,
he cloud server cannot effectively provide various services such as
uery and computation. The training process of machine learning
ecomes more difficult to execute compared with the plaintext domain.

Secure computing ML technology based on ciphertext has been
he main research direction, such as secure multi-party computation
nd homomorphic encryption. The secure multi-party computation
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usually uses secret sharing of data from multiple participants to ensure
privacy and security. Its computing efficiency is close to plaintext
computing, such as SecureML [5] and Quotient [6]. However, this
technology requires participants to participate in computations online,
which may reduce the user’s computing experience. Homomorphic
encryption technology is usually used for privacy-preserving ML in
the cloud environment. The cloud side uses homomorphic operations
to securely implement ML algorithms through the collected encrypted
data. In this process, users only need to encrypt the data, and expensive
computing operations are outsourced to cloud servers. It makes the user
side lightweight. Moreover, users can offline, do not need to participate
in privacy computations and more interactive operations. Therefore,
this paper uses homomorphic encryption technology to complete the
privacy-preserving ML task.

Natural Language Processing (NLP) is an important research field
in ML, and it is a technology of interactive communication between
human and machine. In a variety of NLP tasks, the word is always the
smallest unit of processing. Expressing words in a vector space reveals
the laws of language and its syntax and semantics. By training the
corpus to generate word vectors, these trained word vectors can achieve
better performance in subsequent machine learning tasks. GloVe [7] is
a statistic-based model, which uses global statistical features and local
context features to predict the frequency of each word in each context.

To solve these problems, a privacy-preserving GloVe word vectors
learning scheme on encrypted data is proposed in this paper. To this
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end, our scheme solves three major problems arising from training
on large-scale ciphertext data. First, to address user side overhead,

e use a dual-cloud model to participate in the training, which has
een widely studied and applied in other projects [8–10]. The dual-

cloud model can take advantage of the cloud server by taking on
ore computing and communication tasks to reduce the cost of the

user side and provide more security. Second, to protect data privacy,
the Paillier public-key cryptosystem is used to encrypt the plaintext
space, and the real numbers involved in the encryption computation are
transformed into integers by fixed-point representation. For logarithm
encryption in GloVe word vectors learning, using Taylor series to per-
form polynomial approximation loses only a small amount of precision.
In the computation of ciphertext multiplication and power operation,
he secure multiplication protocol is used for effective computation.
Third, in order to ensure the safe operation of GloVe word vectors
earning method, security weight calculation and security comparison
lgorithms are developed, which implement secure computing between

two cloud servers based on the Paillier homomorphic encryption. The
ain contributions of this paper are summarized as follows:

• We designed and implemented secure weight function and secure
comparison algorithms to enable the cloud server to perform
some basic operations safely.

• We used the designed data encryption scheme to implement
secure word vectors learning on large-scale ciphertext data. It not
only ensures the privacy of user data and the security of the result
of word vectors, but also protects the security of the model of
word vectors and resists collusion attack. In addition, the low
computing complexity of the user side is ensured, and the user
need not be online all the time.

• We evaluated the proposed scheme on representative real-world
datasets, and the experimental results show that our scheme has
high practicability and effectiveness, and compared with the re-
sults obtained in the plaintext domain. Theoretical analysis shows
the security of our scheme.

The remainder of this paper is summarized as follows. Section 2
reviews the work on privacy-preserving machine learning. Section 3
introduces some basic knowledge. The proposed system model is de-
scribed in Section 4. In Section 5, we construct our scheme in detail.
Theoretical analysis and experimental evaluation are carried out in
ections 6 and 7, respectively. Finally, Section 8 summarizes our paper.

2. Related works

In the field of NLP, there are three major privacy issues: (1) when
text data is made directly public, the content of the text is subject
to privacy threats [11]; (2) information about the model (such as
he number of neural network layers) may be leaked to an attacker
uring the execution of the training [12]; (3) privacy attacks against

ML models for NLP [13].
From the perspective of data, the most common privacy issues of

text data are related to its content, including some personal infor-
mation. Martinelli et al. [14] trained artificial intelligence models in
general knowledge domains to recognize and label private information
in corpora using hybrid NLP techniques. When publishing documents
such as medical records or government reports, the author’s infor-
mation is usually deleted to protect privacy. However, the malicious
model may re-identify the private information. Therefore, document re-
dentification must provide formal and effective protection, such as the

differential privacy model [15]. Qu et al. [16] proposed an adaptive
language model BERT pre-training scheme based on differential pri-
vacy, which can improve the effectiveness of the model while retaining
a high level of privacy.

From the perspective of NLP model, the relevant information of
the model (such as bias and medical data) can be used by adversaries
to carry out attacks, thereby revealing private data for training. In
2

emotional analysis, Sweeney et al. [17] used antagonistic learning to
remove the association between word vectors and emotions in demo-
graphic models, thus eliminating the affective bias in word embedding.
It can protect emotional analysis from the social dimension. In the
embedding layer of the neural network, NLP models for healthcare
data are often threatened by shared vocabulary dictionaries, including
patient identity information, disease type, etc. Alawad et al. [12] pro-
posed a privacy-preserving transmission learning method based on deep
learning NLP without sharing private data. Wang et al. [18] studied
the use of neural network learning algorithms to train word vectors in
secure collaboration on large-scale encrypted data, which can protect a
large amount of potential private data. However, this scheme requires
the server to distribute the private key to the users. In the process, if the
server and some users try to collusion attack, they will combine their
own information to infer the private data of other users, there may be
a risk of privacy disclosure.

From the perspective of privacy attack, external attacks may expose
ersonal privacy information, mainly including adversarial attacks,
ember inference attacks, and eavesdropping attacks. Malicious modi-

ication of text data does not affect readability, but enables the machine
earning model to output erroneous tags, which constitutes an adver-
arial attack [19]. In the member inference attack, the word vectors

of the general language model capture lots of the privacy information
from the original input data. If the privacy information accessed by an
adversary, these word vectors will be reverse engineered, the privacy of
the user will be compromised [20]. The eavesdropping attacks occur in
multiple scenarios with computing devices. The attacker can eavesdrop
n the hidden representation of a text classifier in the neural network
nd attempt to recover the privacy information about input text [21].

Recently, other privacy preserving NLP models also need attention.
Zhang et al. [22] used functional encryption to protect the privacy data
f participants and provided an efficient scheme for training secure
ord vectors with functional encryption with inner product predicates.

However, this scheme only considers the situation where there is no
collusion between the crypto server and the remote server, and does
not consider the collusion between the users and the remote server.
Hua et al. [23] used a lightweight encryption technique to train word
ectors, which utilizes two cloud computing servers to participate
n the computation process to protect users privacy data. It greatly
mproves computational efficiency. However, communication costs be-
ween users and two servers, as well as between the two servers, may
lso need to be considered. Kim et al. [24] proposed an efficient look-up

table evaluation algorithm and encryption indicator function to protect
privacy in machine learning. CKKS fully homomorphic encryption was
used to ensure computational accuracy, and the high efficiency and
memory optimization advantages of this scheme were verified in some
word embedding models. Moghaddam et al. [25] proposed a privacy-
reserving sentiment analysis method using CKKS fully homomorphic

encryption on pre-trained deep learning models. This scheme encrypts
critical data from the client to protect privacy and reduce computa-
tional costs on the server. However, this scheme did not consider the
computational burden on the client side.

Summary: Currently, privacy protection measures are mainly used to
protect the security of data and models, including differential privacy
nd homomorphic encryption. Differential privacy is a cryptographic
echnique that protects privacy by adding noise [15]. Adding a small
mount of noise can achieve effective privacy protection, making dif-

ferential privacy technology easier to deploy and apply in practical
scenarios [16]. In machine learning, it is generally used to protect the
privacy of training datasets and model parameters. However, training
more complex NLP models with differential privacy may impact the
usability of the model.

Homomorphic encryption allows computations to be performed di-
ectly on ciphertext, and the decrypted result after the operation is the

same as the result of the operation on the plaintext.



Journal of Information Security and Applications 89 (2025) 103999S. Ci et al.

a
N
h

C
i

i
m

e

o
i
c
w

f
w

m
w
c

m
a
c
t
p
a
i
p
b
m

o
e

n

Table 1
Notation descriptions.

Notation Description

[[⋅]] Encrypted value
CS1 The public cloud
CS2 The private cloud
𝑓𝑖 𝑖th user data file
𝑛(𝑓𝑖) Total number of words
(𝑤1 ,… , 𝑤𝑛(𝑓𝑖 )) Sequence of words
𝑉 Size of vocabulary
𝑑 The dimension of word vectors
𝑋 Co-occurrence matrix
𝑋𝑖𝑗 Number of times word 𝑗 occurs in the context of word 𝑖

Homomorphic encryption is commonly used in outsourced computing
nd storage to protect privacy. In the context of privacy preserving
LP model training, fully homomorphic encryption (FHE) and partially
omomorphic encryption (PHE) are mainly used [23–25]. FHE can

compute any circuit of infinite depth, while PHE supports evaluating
circuits containing only one type of gate (such as addition or multipli-
cation). FHE supports calculations on integers and real numbers. While
FHE theoretically enables arbitrary calculations, it requires a fixed
circuit depth, which restricts the ability to perform infinite addition
and multiplication operations. Although there are currently some real-
valued operations and optimized FHE schemes, the efficiency of FHE
remains a challenge. This is due to the significant expansion of data
scale, increasing computational load, and fitting calculation errors of
nonlinear activation functions.

Our scheme uses PHE to protect the privacy of NLP models and data.
ompared to FHE, PHE offers lower computational overhead. While it

s less efficient than differential privacy in terms of computational cost,
PHE provides high availability, low communication overhead, and is
suitable for widely applicable NLP scenarios.

3. Preliminaries

This section introduces algorithmic preliminaries and the notation,
as summarized in Table 1.

3.1. Word vectors representation

Word vectors representation provides a method for converting words
nto continuous numeric vectors, which can be used as input to the
achine learning models. Word vectors have been widely used in NLP

applications in recent years. Early word representation mainly focused
on the study of word distinction and frequency, such as one-hot encode,
bag of words model and the 𝑁-gram method. However, these methods
ither have large word vectors dimensions and sparse data, or they do

not consider semantic information between word order and context.
With the rapid development of neural networks, the machine builds
a language model by training the context in the text, thus indirectly
obtaining the word vectors representation. As a classical neural net-
work language model, word2vec can not only learn the expression
f words, but also pay more attention to the representation of words
n the context [26]. In this method, the word vectors are obtained by
onstructing a Hoffman tree and calculating the weighted path of the
ord in the tree. Transformer model based on adaptive mechanisms

performs well in extracting text semantic features [27].
Arora et al. [28] investigated the performance of three word vectors

rom two aspects: data size and language characteristics. The three
ord vectors include BERT (mainly structured as Transformer model),

GloVe, and Random word vectors. Language characteristics include
complexity of sentence structure, ambiguity of words and unlisted
words. The results show that: (1). The larger the data size, the closer
the three word vectors performed, and BERT performs better on small
datasets; (2). BERT word vectors performs better in sentences with high
3

f

complexity and more ambiguous words, while GloVe performs better
for sentences in more unlisted words; (3). Random word vectors and
GloVe have some advantages when training time and computational
resources are taken into account. Feusner et al. [29] used GloVe

odel to transform the obtained user text into a linear space of the
ord vectors, generate a co-occurrence matrix, and complete word

lustering through principal component analysis. Rustam et al. [30]
first analyzed various widely used machine learning algorithms such
as random forests, and then proposed a machine learning model for
predicting employee job satisfaction. Finally, they evaluated various
text feature extraction methods such as GloVe model. Therefore, the
GloVe model has some advantages in some application scenarios.

In this paper, we focus on the word vectors representation global
vector model GloVe that proposed by Pennington et al. [7]. GloVe

odel integrates the advantages of previous methods, not only paying
ttention to the local context information between words, but also
onsidering the global features. It is mainly reflected in the calcula-
ion of co-occurrence matrix. A co-occurrence matrix calculates the
robability of each word appearing in the context of a word within
 given window size. The probability in the co-occurrence matrix can
ndicate the correlation between words. Theoretically, the higher the
robability of co-occurrence of similar words, the higher the correlation
etween words. Interested readers can refer to the original paper for
ore details [7].

3.2. Paillier cryptosystem

Homomorphic encryption allows certain operations to be performed
n the encrypted ciphertext, and the decryption of the generating
ncryption results matches the results of the same operations per-

formed on the plaintext. We are using the Paillier cryptosystem in
our scheme, which satisfies homomorphism for individual addition
operations and has semantic security [31]. The Paillier cryptosystem
is briefly described as follows:

(1) Key Generation: Choose distinct large primes 𝑝 and 𝑞, such that
gcd(𝑝, 𝑞 − 1) = 1 and gcd(𝑝 − 1, 𝑞) = 1, and compute 𝑛 = 𝑝 × 𝑞 and
𝜆(𝑛) = lcm(𝑝 − 1, 𝑞 − 1). Choose a semi-random base 𝑔 ∈ Z∗

𝑛2
, such

that 𝑛 divides ord(𝑔), where ord(𝑔) denotes the order of 𝑔 in the
cyclic group Z∗

𝑛2
. The public key 𝑝𝑘 and the private key 𝑠𝑘 are

(𝑛, 𝑔) and 𝜆(𝑛), respectively.
(2) Encryption: Let 𝑚 ∈ Z𝑛 be a plaintext, choose a random 𝑢 ∈ Z∗

𝑛2
.

Then the ciphertext 𝑐 is computed as follow:

𝑐 ≡ 𝑔𝑚 × 𝑢𝑛 (mod 𝑛2). (1)

For each plaintext to be encrypted, select a different random
number 𝑢 to ensure security.

(3) Decryption: For the ciphertext 𝑐, the original plaintext 𝑚 can be
recovered using private key 𝜆(𝑛) as follow:

𝑚 ≡ 𝐿(𝑐𝜆(𝑛) (mod 𝑛2))
𝐿(𝑔𝜆(𝑛) (mod 𝑛2 ))

(mod 𝑛), (2)

where function 𝐿(𝑧) = (𝑧 − 1)∕𝑛.
(4) Homomorphic Properties: Given 𝑚1, 𝑚2 ∈ Z𝑛, let 𝑘 be an integer.

The Paillier cryptosystem satisfies the following properties:
• Additively Homomorphic: [[𝑚1 + 𝑚2]] = [[𝑚1]] × [[𝑚2]]
• Multiplicative Homomorphic by a Constant: [[𝑘 × 𝑚]] = [[𝑚]]𝑘
• Additively Homomorphic by a Constant: [[𝑘 + 𝑚]] = [[𝑚]] × 𝑔𝑘

3.3. Data representation

In the training process, the word vectors are represented by real
umber vectors. There are two methods to represent real numbers:
loating-point and fixed-point. The floating-point representation offers
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the advantage of large range. However, it is difficult to perform arith-
metic operations on floating-point numbers in a data-agnostic manner.
More importantly, the message space of the Paillier cryptosystem is
positive integers, i.e., Z𝑛. Thus, using fixed-point representation is more
suitable [32].

Given a real number, its fixed-point representation is given by the
ollowing equation:

𝑎 = ⌊𝑎 ⋅ 2𝑝⌋ ,

where the exponent 𝑝 is fixed, and ⌊⋅⌋ is a round down function.
The fraction length of bits 𝑝 can be selected as the system parameter,

or 𝑝 can be chosen according to the accuracy required by the algorithm.
In addition, this fixed-point data type will produce rounding errors that
are inversely proportional to 𝑝. It means that choose a larger 𝑝 can
obtain higher system accuracy. In order to represent negative numbers,
we will use the 2’s complement representation. If 𝑎 is a negative
number, and 𝛼 is a fixed-point data type, then the corresponding
complement can be represented 𝑎 + 2𝛼 .

Using the above methods, we can simplify all arithmetic operations
n real numbers to arithmetic on integers, in particular:

• Addition/Subtraction: 𝑎 ± 𝑏 = 𝑎 ± �̃�
• Multiplication: 𝑎 ⋅ 𝑏 =

⌊

𝑎 ⋅ �̃�∕2𝑝
⌋

• Division: 𝑎∕𝑏 =
⌊

𝑎 ⋅ 2𝑝∕�̃�
⌋

For example, to perform division between fixed points 𝑎 and �̃�, we
just shift 𝑝 bits to the left (equivalent to multiplying by 2𝑝) and perform
integer division with �̃�, and thus obtain the fixed-point representation
of 𝑎∕𝑏.

3.4. Secure multiplication protocol

In order to achieve the multiplication of two plaintexts on cipher-
text, we require two servers to jointly run the secure multiplication
rotocol [33]. This protocol is based on the following property:

𝑎 ⋅ 𝑏 = (𝑎 + 𝑟1) ⋅ (𝑏 + 𝑟2) − 𝑎 ⋅ 𝑟2 − 𝑏 ⋅ 𝑟1 − 𝑟1 ⋅ 𝑟2. (3)

In our scheme, the public cloud CS1 has two ciphertext [[𝑎]] and
[�̃�]], and the private cloud CS2 has the private key 𝑠𝑘 generated by
he Paillier cryptosystem. Without losing generality, set the fixed fac-

tor of fixed-point data type to 2𝑝. The detailed steps of the secure
ultiplication protocol are as follows:

(1) CS1 chooses two random positive integers 𝑟1 and 𝑟2, and compute
[[𝑎 + 𝑟1]] = [[𝑎]] ⋅ [[𝑟1]], [[�̃� + 𝑟2]] = [[�̃�]] ⋅ [[𝑟2]], then sends [[𝑎 + 𝑟1]] and
[[�̃� + 𝑟2]] to CS2;

(2) CS2 decrypts the received two ciphertext using the private key
𝑠𝑘 and computes intermediate result 𝑧 = (𝑎 + 𝑟1) ⋅ (�̃� + 𝑟2), then
re-encrypts the result to get [[𝑧]] and returns to CS1;

(3) CS1 computes [[𝑎 ⋅ �̃�]] = [[𝑧]] ⋅ [[𝑎]]−𝑟2 ⋅ [[�̃�]]−𝑟1 ⋅ [[𝑟1 ⋅ 𝑟2]]−1 according
to homomorphic properties,

where [[𝑥]]−1 represents the modular inverse of [[𝑥]]. According to the
homomorphic property of the Paillier cryptosystem, we have [[𝑎 − 𝑏]] =
[[𝑎]] ⋅ [[�̃�]]−1.

According to the above scheme, to compute the inner product of
wo encrypted vectors containing only addition and multiplication,
e can easily make use of the secure multiplication protocol and the

homomorphic property of the Paillier cryptosystem. For the conve-
nience of representation, we use ⊗ to represent the multiplication of
two ciphertexts or the inner product of two encrypted vectors, namely
[[𝑎 ⋅ 𝑏]] = [[𝑎]]⊗ [[�̃�]].
4

3.5. Logarithm function

In the cost function of GloVe model, the logarithm function 𝑓 (𝑥) =
n(𝑥) needs to be computed. But the Paillier cryptosystem does not
irectly support the homomorphic logarithm function. However, we
an compute the logarithm function approximately. The theoretical
nalysis and experimental verification show that the approximate effect
an be almost ignored when compared with the results in the plaintext.

In our scheme, we use Taylor series for logarithmic function. Specif-
ically, considering the convenience of ln(𝑥+ 1) does not affect the result,
so we expand ln(𝑥 + 1) using the following equation:

ln(𝑥 + 1) = ∫
1

1 + 𝑥
𝑑 𝑥

=
∞
∑

𝑛=0
− 1
𝑛 + 1 (−𝑥)

𝑛+1

=
∞
∑

𝑛=1
−1
𝑛
(−𝑥)𝑛

= 𝑥 − 𝑥2

2
+ 𝑥3

3
− 𝑥4

4
+ 𝑥5

5
−⋯

Therefore, we can implement secure computation of logarithm func-
ion by implementing the homomorphic properties and secure mul-
iplication protocol on ciphertext. In addition, the number of terms
n the expansion can be flexibly selected according to the accuracy
equirements and efficiency.

4. Security statement

In this section, the system model and threat model are described in
detail, and the design goals for this paper are determined.

4.1. System model

This paper studies the representation of training word vectors on
iphertext in cloud computing environment. As shown in Fig. 1, our

scheme consists of three roles, including multiple participating users,
the public cloud CS1 and the private cloud CS2.

There are 𝑛 users, and 𝑢𝑖 represents 𝑖th user for 𝑖 = 1,… , 𝑛. Each user
as a private file 𝑓𝑖 and hopes to learn the word vectors with all other
sers without privacy disclosure. Users do not need the results of word
ectors learned in the future. Intuitively, the private cloud generates
ublic and private keys and publishes the public key to each user
nd the public cloud. Users encrypt their private data into ciphertext
sing the public key, and then outsources it to the public cloud. After
eceiving the ciphertext data, the public cloud trains all the data to
enerate high-quality word vectors and models, which can be used in
arious NLP scenarios.

In addition, public and private clouds together make up the hybrid
cloud, which has both the computing power of the public cloud and
the security of the private cloud [34]. In practice, the public cloud
is usually a large enterprise like Google, while the private cloud is
generally a government agency under supervision. Considering the rep-
utation impact, it is impossible for them to collude with each other. In
our scheme, the private cloud is responsible for initializing the system.
The main work is to initialize parameters, provide encrypted keys
for all participants, and jointly complete secure interactive computing
with the public cloud. The public cloud constructs a word vectors
model from the ciphertext data collected by users for training, and
collaboratively runs the training protocol with the private cloud. This
is similar to executing a learning algorithm on plaintext data. Finally,
high-quality word vectors are obtained. Considering the potential com-
mercial value of word vectors for subsequent NLP tasks, the public

cloud is unwilling to disclose the model information to others.
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Fig. 1. Secure word vectors learning model in cloud computing.
4.2. Threat model

Based on some privacy threats in real-world, in this paper, we
consider the following three types of threat attacks:

(1) Honest-but-curious: All participants honestly perform each step of
the algorithms. However all participants are curious and untrust-
worthy, interested in privacy data and computation results, and
try to understand and infer more useful information during the
word vectors learning process [35].

(2) Collusion: The public cloud colludes with some users to obtain
the privacy data of other users, but there is no collusion between
public and private clouds, which is reasonable in reality.

(3) External: In addition to the participants, we suppose there exists
an external adversary who can eavesdrop on the communication
channel among the user and the two cloud servers to obtain the
transmission data and attempt to obtain the user’s private data,
model information and word vectors result.

There are two main potential adversaries in our scheme: the public
cloud and an external adversary. The public cloud can provide the high
quality service for the users, thus attracts more users to use. However,
cloud service providers are profitable organization that provides ser-
vices in an unsupervised and opaque, and there may be some dishonest
behavior. Because the user needs to upload private data to the public
cloud, the public cloud will be honest with the pre-designed protocol
for computing, but it may be for other purposes to steal the user’s
private data and computing results. Therefore, our scheme can resist
honest-but-curious attacks from the public cloud. Please note that there
is no collusion between public and private clouds, and that the private
key can only be kept by the private cloud, while only the public key
is involved in computing. In addition, there is a malicious external
adversary whose behavior is uncontrollable. Specifically, an external
adversary would attack the communication channel between the user
and the server to obtain the homomorphic encryption ciphertext in
transmission, and then decrypt ciphertext to obtain the private data
and the results of the computation. Due to our scheme is based on the
semantic security of the Paillier homomorphic encryption algorithm,
namely indistinguishability under chosen-plaintext attack (i.e. IND-CPA
secure). This indicates that our scheme can resist chosen-plaintext at-
tack [36]. Without a private key, it is difficult for an external adversary
to obtain any information from the original plaintext by deciphering the
ciphertext.

4.3. Research objectives

Based on the above system model and threat model, our research
objectives mainly include the following three parts:
5

(1) Privacy: Considering that all participants are semi-honest in the
scheme, the security of all parties should be protected, including
users’ private data, the model information and word vectors re-
sults of the public cloud’s computation. Specifically, users’ private
data should not be disclosed to the hybrid cloud and external
adversaries, and word vectors model and results should not be
disclosed to another cloud server (the private cloud), users and
external adversaries.

(2) Efficiency: Due to the limited computation and communication
capabilities, the user side should be lightweight and undertake
less computation and communication overhead during the whole
word vectors training process.

(3) User offline: In order to optimize the user’s experience, users can
go offline after sending encrypted data to the cloud server. Obvi-
ously, supporting users to be offline has advantages in improving
the scalability of the solution.

5. Privacy-preserving word vectors learning scheme

In this section, we describe a privacy-preserving word vectors learn-
ing scheme in detail, which adopts the GloVe word vectors represen-
tation method. The core of our scheme consists of the following four
steps.

1. System initialization: CS2 generates a public key and a private
key based on the Paillier cryptosystem, and distributes the public
key to other participants, including the user and CS1.

2. Data outsourcing: Users encrypt the original text data to gener-
ate the ciphertext using the received public key and send them
to CS1.

3. GloVe word vectors learning: CS1 runs the word vectors repre-
sentation scheme based on GloVe and users input to generate
encrypted word vectors result.

4. Returning the results: (a) CS1 perturbs the encrypted word vec-
tors and sends them to CS2, (b) CS2 decrypts them and returns
them to CS1, (c) CS1 gets the word vectors after eliminating the
disturbance.

5.1. System initialization

CS2 is responsible for setting the initial environment. Given a secu-
rity parameter 𝜆, CS2 randomly generates a public key and private key
pair (𝑝𝑘𝐶 𝑆2

, 𝑠𝑘𝐶 𝑆2
) based on the Paillier cryptosystem, and keeps the

private key 𝑠𝑘𝐶 𝑆2
strictly secret. The public key 𝑝𝑘𝐶 𝑆2

is made available
to the other participants. Each user and CS1 can obtain the public key
𝑝𝑘𝐶 𝑆2

generated by CS2. Table 2 summarizes the key distribution of
users, CS and CS .
1 2
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Table 2
Key distribution.

Users CS1 CS2

𝑝𝑘𝐶 𝑆2
𝑝𝑘𝐶 𝑆2

(𝑝𝑘𝐶 𝑆2
, 𝑠𝑘𝐶 𝑆2

)

5.2. Data outsourcing

Before outsourcing data to the cloud server, data processing and
ncryption are required to protect users’ privacy. In our system model,
ach user has own private data file, and hopes to collaborate with and
ave access to all other users’ private data files for learning. Intuitively,
sers can protect their privacy by encrypting sensitive data and then

outsourcing the ciphertext to the cloud server. The data file 𝑓𝑖 of the
user 𝑢𝑖 contains a collection of sentences; the words in all sentences
are expressed as (𝑤1,… , 𝑤𝑛(𝑓𝑖)). In order to obtain the number of word
vectors, the user 𝑢𝑖 counts the vocabulary size 𝑉 (i.e. the number of
non-repeating words) for the corpus in data file 𝑓𝑖. In addition, the co-
occurrence matrix needs to be calculated for the corpus of all users.
Each item represents the number of occurrences of word 𝑗 in the context
f word 𝑖, i.e., the co-occurrence value 𝑋𝑖𝑗 . For each 𝑋𝑖𝑗 we need to
onvert the original real value to an integer representing 𝑋𝑖𝑗 , and then
se the Paillier cryptosystem to encrypt it to obtain [[𝑋𝑖𝑗 ]]. Moreover,
ecause there are some zero elements in the co-occurrence matrix, in
rder to save storage and computing resources, only non-zero elements
eed to be encrypted. Finally, each user sends the vocabulary size 𝑉𝑢𝑖
nd the encrypted co-occurrence matrix [[𝑋]]𝑢𝑖 to the cloud server CS1.

5.3. GloVe word vectors learning

GloVe word vectors learning is based on the co-occurrence matrix,
where each row is the main word and each column is the context word.
The dimension of the word vectors of the context word is reduced to
learn the word vectors representation of the main word. In the process
of GloVe word vectors learning, CS1 receives the data sent by the user,
and then collaborates with CS2 to generate the new word vectors. The
main operations of these two cloud servers can be divided into the
following aspects: (1) secure computation of gradients and updating
word vectors; (2) secure computation of weight function; and (3) secure
comparison.

5.3.1. Secure computation of gradients and updating word vectors
The cost function of the GloVe model is given in Eq. (4).

𝐽 (𝑖, 𝑗) =
𝑉
∑

𝑖,𝑗=1
𝑓 (𝑋𝑖𝑗 )( ⃖⃖⃖⃗𝑤𝑖

𝑇 ⃖⃖⃖⃖⃗𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗 ))2. (4)

The training goal is to maximize this function, where ⃖⃖⃖⃗𝑤𝑖 ∈ R𝑑 is
the word vector of the main word, ⃖⃖⃖⃖⃗𝑤𝑗 ∈ R𝑑 is the word vector of the
context word, 𝑑 is the dimension of the vector, 𝑏𝑖 and 𝑏𝑗 are the bias
items of ⃖⃖⃖⃗𝑤𝑖 and ⃖⃖⃖⃖⃗𝑤𝑗 , respectively. Here 𝑓 (𝑋𝑖𝑗 ) is the weight function [7]
nd we can take it as

𝑓 (𝑥) =
{

(𝑥∕𝑥max)𝛼 if 𝑥 < 𝑥max
1 otherwise .

In the co-occurrence matrix 𝑋 of a training sample, there are 𝑉 × 𝑉
tems. The co-occurrence matrix is a symmetric sparse matrix. Since
GloVe does not compute words with zero co-occurrence, many zero el-
ements do not participate in the training of word vectors. The elements
of the upper and lower half angles of the symmetric matrix are 𝑉 terms,
so there are 2𝑉 co-occurrence values in the input layer, each of these
items can be represented by a tuple (main word index, context word
index, co-occurrence value). In addition, the number of initialization
word vectors is 2𝑉 , and the dimension is 𝑑.

Our training goal is to minimize the cost function 𝐽 (𝑖, 𝑗), which is
implemented using a stochastic gradient descent algorithm to obtain
the trained word vectors at the output level. From the original cost
6

function, we can get the gradient ⃖⃖⃖⃗𝑤𝑖, ⃖⃖⃖⃖⃗𝑤𝑗 , 𝑏𝑖 and 𝑏𝑗 , and notice that
he weight function 𝑓 (𝑋𝑖𝑗 ) does not depend on any of the parameters.

∇ ⃖⃖⃗𝑤𝑖
𝐽 (𝑖, 𝑗) =

𝑉
∑

𝑗=1
𝑓 (𝑋𝑖𝑗 )( ⃖⃖⃖⃗𝑤𝑖

𝑇 ⃖⃖⃖⃖⃗𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗 ))⊙ ⃖⃖⃖⃖⃗𝑤𝑗 , (5)

∇⃖⃖⃖⃗𝑤𝑗
𝐽 (𝑖, 𝑗) =

𝑉
∑

𝑖=1
𝑓 (𝑋𝑖𝑗 )( ⃖⃖⃖⃗𝑤𝑖

𝑇 ⃖⃖⃖⃖⃗𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗 ))⊙ ⃖⃖⃖⃗𝑤𝑖, (6)

𝜕 𝐽 (𝑖, 𝑗)
𝜕 𝑏𝑖

=
𝑉
∑

𝑗=1
𝑓 (𝑋𝑖𝑗 )( ⃖⃖⃖⃗𝑤𝑖

𝑇 ⃖⃖⃖⃖⃗𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗 )), (7)

𝜕 𝐽 (𝑖, 𝑗)
𝜕 𝑏𝑗

=
𝑉
∑

𝑖=1
𝑓 (𝑋𝑖𝑗 )( ⃖⃖⃖⃗𝑤𝑖

𝑇 ⃖⃖⃖⃖⃗𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗 )), (8)

where ∇ ⃖⃖⃗𝑤𝑖
𝐽 (𝑖, 𝑗) is the gradient of the cost function of the main word

ector ⃖⃖⃖⃗𝑤𝑖, ∇⃖⃖⃖⃗𝑤𝑗
𝐽 (𝑖, 𝑗) is the gradient of the cost function of the context

ord vector ⃖⃖⃖⃖⃗𝑤𝑗 ,
𝜕 𝐽 (𝑖,𝑗)
𝜕 𝑏𝑖 is the gradient of the bias term 𝑏𝑖,

𝜕 𝐽 (𝑖,𝑗)
𝜕 𝑏𝑗 is the

gradient of the bias term 𝑏𝑗 . The operator ⊙ represents the product of
element and vector.

The updated results of the word vector ⃖⃖⃖⃗𝑤𝑖, 𝑖 ∈ 2𝑉 of the main word
nd the word vector ⃖⃖⃖⃖⃗𝑤𝑗 , 𝑗 ∈ 2𝑉 of the context word are shown in
qs. (9) and (10), respectively.

⃖⃖⃖⃗𝑖 = ⃖⃖⃖⃗𝑤𝑖 − 𝜂∇ ⃖⃖⃗𝑤𝑖
𝐽 (𝑖, 𝑗), (9)

⃖⃖⃖⃖⃗𝑤𝑗 = ⃖⃖⃖⃖⃗𝑤𝑗 − 𝜂∇⃖⃖⃖⃗𝑤𝑗
𝐽 (𝑖, 𝑗), (10)

where 𝜂 is learning rate. The updated results of the bias items 𝑏𝑖 and
𝑏𝑗 are shown in Eqs. (11) and (12), respectively.

𝑏𝑖 = 𝑏𝑖 − 𝜂
𝜕 𝐽 (𝑖, 𝑗)
𝜕 𝑏𝑖

, (11)

𝑏𝑗 = 𝑏𝑗 − 𝜂
𝜕 𝐽 (𝑖, 𝑗)
𝜕 𝑏𝑗

. (12)

Algorithm 1 Secure GloVe Word Vectors Learning

Input: An encrypted training matrix of word–word co-occurrence [[𝑋]],
which contains 2𝑉 encrypted entries [[𝑋𝑖𝑗 ]]

Output: Updated word vectors [[ ⃖⃖⃖⃗𝑤𝑖]], context vectors [[⃖⃖⃖⃖⃗𝑤𝑗 ]], bias [[𝑏𝑖]]
and [[𝑏𝑗 ]]
CS1:

1: Initialize word vectors ⃖⃖⃖⃗𝑤𝑖 and ⃖⃖⃖⃖⃗𝑤𝑗 , bias terms 𝑏𝑖 and 𝑏𝑖
2: Compute weight function [[𝑓 (𝑋𝑖𝑗 )]] = SCWF([[𝑋]])
3: Compute logarithmic function [[𝑙(𝑋𝑖𝑗 )]] = ln([[𝑋𝑖𝑗 ]])
4: Compute [[𝑀(𝑖, 𝑗)]] = [[ ⃖⃖⃖⃗𝑤𝑖]]⊗ [[⃖⃖⃖⃖⃗𝑤𝑗 ]] × [[𝑏𝑖]] × [[𝑏𝑗 ]] × [[𝑙(𝑋𝑖𝑗 )]]−1

5: Compute [[𝐽 (𝑖, 𝑗)]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗ [[𝑀(𝑖, 𝑗)]]⊗ [[𝑀(𝑖, 𝑗)]]
6: for 𝑗 = 1,… , 𝑉 do
7: Compute [[𝑔⃖⃖⃗𝑤𝑖

]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗ [[𝑀(𝑖, 𝑗)]]⊗ [[⃖⃖⃖⃖⃗𝑤𝑗 ]]

8: Compute [[𝑔𝑏𝑖 ]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗ [[𝑀(𝑖, 𝑗)]]
9: Update [[ ⃖⃖⃖⃗𝑤𝑖]] = [[ ⃖⃖⃖⃗𝑤𝑖]] × [[𝑔⃖⃖⃗𝑤𝑖

]]−𝜂

0: Update [[𝑏𝑖]] = [[𝑏𝑖]] × [[𝑔𝑏𝑖 ]]−𝜂
1: end for
2: for 𝑖 = 1,… , 𝑉 do
3: Compute [[𝑔⃖⃖⃖⃗𝑤𝑗

]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗ [[𝑀(𝑖, 𝑗)]]⊗ [[ ⃖⃖⃖⃗𝑤𝑖]]

4: Compute [[𝑔𝑏𝑗 ]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗ [[𝑀(𝑖, 𝑗)]]
5: Update [[⃖⃖⃖⃖⃗𝑤𝑗 ]] = [[⃖⃖⃖⃖⃗𝑤𝑗 ]] × [[𝑔⃖⃖⃖⃗𝑤𝑗

]]−𝜂

6: Update [[𝑏𝑗 ]] = [[𝑏𝑗 ]] × [[𝑔𝑏𝑗 ]]−𝜂
7: end for

Algorithm 1 summarizes the cloud server CS1 implements the GloVe
word vectors learning scheme securely. Given an encrypted word vec-
tors co-occurrence matrix [[𝑋]] for training, CS1 first computes the

eight function values securely using Algorithm 2. For logarithmic
functions ln([[𝑋𝑖𝑗 ]]) in the ciphertext domain, we use the approximate

ethod designed in Section 3 for securely computation. For the compu-
tation of cost function, multiplication operation needs to be carried out
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Table 3
Comparison result.
𝑡1 𝑡2 𝐶 𝑡1 ⊕ 𝑡2
0 0 𝑎 > 𝑏 0
0 1 𝑎 < 𝑏 1
1 0 𝑎 < 𝑏 1
1 1 𝑎 > 𝑏 0

among various items, thus secure multiplication protocol can be used.
In line 5, CS1 computes the cost function [[𝐽 (𝑖, 𝑗)]] according to Eqs. (4)
nd using the secure multiplication protocol. According to Eqs. (5)–

(8), the gradients of each parameter are computed securely. Finally,
ccording to Eqs. (9)–(12), the word vector [[ ⃖⃖⃖⃗𝑤𝑖]] of the main word and
he word vector [[⃖⃖⃖⃖⃗𝑤𝑗 ]] of the context word are updated securely, and
he corresponding bias terms [[𝑏𝑖]] and [[𝑏𝑗 ]] are also updated securely.

5.3.2. Secure computation of weight function
In Algorithm 2, CS1 securely computes the weight function. For

all co-occurrence values [[𝑋𝑖𝑗 ]] in the co-occurrence matrix [[𝑋]], the
ecurity comparison scheme of Algorithm 3 is used to compare the

encrypted co-occurrence value [[𝑋𝑖𝑗 ]] and the size of the given encryp-
ion parameter [[𝑥max]]. If [[𝑋𝑖𝑗 ]] > [[𝑥max]], then it computes the weight
unction [[𝑓 (𝑋𝑖𝑗 )]] as in line 6. Since it is necessary to calculate the
xponential power of 𝛼, we can use the secure multiplication protocol
o multiply 𝛼 for [[𝑓 (𝑋𝑖𝑗 )]] consecutive times; otherwise, [[𝑓 (𝑋𝑖𝑗 )]] is
omputed according to line 8.

Algorithm 2 Securely Compute Weight Function (SCWF)

Input: An encrypted training matrix of word–word co-occurrence [[𝑋]],
where contains 2𝑉 encrypted entries [[𝑋𝑖𝑗 ]]

utput: Encrypted weight function [[𝑓 (𝑋𝑖𝑗 )]]
CS2:

1: Choose 𝑥max and 𝛼 according to weighting function properties and
send to CS1
CS1:

2: for all [[𝑋𝑖𝑗 ]] in [[𝑋]] do
3: Compare result 𝐶 = SC([[𝑋𝑖𝑗 ]], [[𝑥max]])
4: if 𝐶 ← 1 then
5: Compute [[𝑓 (𝑋𝑖𝑗 )]] = [[𝑋𝑖𝑗 ]]⊗ [[𝑥max]]−1

6: Compute [[𝑓 (𝑋𝑖𝑗 )]] = [[𝑓 (𝑋𝑖𝑗 )]]⊗⋯⊗ [[𝑓 (𝑋𝑖𝑗 )]] 𝛼 times
7: else
8: Compute [[𝑓 (𝑋𝑖𝑗 )]] = [[1]]
9: end if

10: end for

5.3.3. Secure comparison

Algorithm 3 is used to compare the size of two integers in the ci-
hertext domain. Assume 𝑎, 𝑏 ∈ (−𝜃1, 𝜃1), CS1 randomly selects integers
1, 𝑟2, 𝑟3 ∈ 𝑈 (0, 𝜃2), and the interval 𝑈 (0, 𝜃2) is uniformly distributed,
3 < 𝑟1, 𝑟2, and 2𝜃1𝜃2 < 𝑛∕2, where 𝑛 is part of the public key. From
ines 3 and 5, if 𝑡1 = 0, then 𝑠 = 𝑟1(𝑎−𝑏) +𝑟3; otherwise 𝑠 = 𝑟2(𝑏−𝑎) +𝑟3.

If 𝑠 < 𝑛∕2, the computation result is positive, and CS2 sets 𝑡2 = 1;
otherwise sets 𝑡2 = 0. Then CS2 sends 𝑡2 to CS1. CS1 will judge after
receiving 𝑡2. When 𝑡1 = 𝑡2, then 𝑎 > 𝑏; otherwise, 𝑎 < 𝑏. In this process,
CS2 does not know the result of the secure comparison. According to
Table 3, the final comparison result is exclusive XOR operation for 𝑡1
nd 𝑡2.

5.4. Returning the results

CS1 generates the encrypted word vectors result according to Algo-
rithm 1. In order to get the word vectors under the plaintext domain,
the ciphertext needs to be decrypted. Only CS has the private key
7

2 v
Algorithm 3 Secure Comparison(SC)
Input: Two encrypted data [[𝑎]] and [[𝑏]], 𝑎, 𝑏 ∈ (−𝜃1, 𝜃1)
Output: Comparison result 𝐶

CS1:
1: Randomly choose integers 𝑟1, 𝑟2, 𝑟3 ∈ 𝑈 (0, 𝜃2) and 𝑟3 < 𝑟1, 𝑟2,

randomly choose 𝑡1 from {0, 1}
2: if 𝑡1 ← 0 then
3: Compute [[𝑠]] = [[𝑟3]] × ([[𝑎]] × [[𝑏]]−1)𝑟1
4: else
5: Compute [[𝑠]] = [[𝑟3]] × ([[𝑎]]−1 × [[𝑏]])𝑟2
6: end if
7: 𝐶 𝑆1 → 𝐶 𝑆2 ∶ [[𝑠]]

CS2:
8: Decrypt [[𝑠]] to obtain 𝑠
9: if 𝑠 < 𝑛∕2 then

10: 𝑡2 ← 1
11: else
12: 𝑡2 ← 0
13: end if
14: 𝐶 𝑆2 → 𝐶 𝑆1 ∶ 𝑡2

CS1:
15: if 𝑡1 = 𝑡2 then
16: 𝐶 ∶ 𝑎 > 𝑏
17: else
18: 𝐶 ∶ 𝑎 < 𝑏
19: end if

𝑠𝑘𝐶 𝑆2
, thus the ciphertext of the word vectors needs to be sent to CS2

for decryption. In order to protect the privacy of the word vectors,
CS1 needs to disturb the word vectors ciphertext [[ ⃖⃖⃖⃗𝑤𝑖]] and [[⃖⃖⃖⃖⃗𝑤𝑗 ]]. CS1
generates random numbers 𝑟𝑥 and 𝑟𝑦, computes [[ ⃖⃖⃖⃗𝑤𝑖]] × [[⃖⃖⃖⃗𝑟𝑥]] = [[ ⃖⃖⃖⃗𝑤𝑖 + ⃖⃖⃖⃗𝑟𝑥]]
and [[⃖⃖⃖⃖⃗𝑤𝑗 ]] × [[ ⃖⃖⃗𝑟𝑦]] = [[⃖⃖⃖⃖⃗𝑤𝑗 + ⃖⃖⃗𝑟𝑦]], and sends the two ciphertext to CS2. CS2
decrypts the two ciphertexts using the private key to get ⃖⃖⃖⃗𝑤𝑖 + ⃖⃖⃖⃗𝑟𝑥 and
⃖⃖⃖⃖⃗𝑤𝑗 + ⃖⃖⃗𝑟𝑦, and sends the decrypted results to CS1. CS1 then subtracts the
random numbers 𝑟𝑥 and 𝑟𝑦 to eliminate the disturbance, and finally
obtains the word vectors ⃖⃖⃖⃗𝑤𝑖 and ⃖⃖⃖⃖⃗𝑤𝑗 .

6. Theoretical analysis

In this section, we present a theoretical analysis on our scheme from
the perspectives of security, complexity and performance.

6.1. Security analysis

As mentioned before, the goal of our scheme is to ensure that the
ublic cloud and the private cloud cannot obtain the content of the
ata provided by users, including the original word and its related

word vectors, the model information of the public cloud computing and
the results of the generated word vectors are not leaked. We analyze
security from two aspects: the users and the hybrid cloud (i.e., public
and private clouds).

6.1.1. Against external attacks
The external attack mainly occurs in communication, mainly during

he process that the client sends the ciphertext of the private data to
he public cloud. The public cloud obtains the encrypted data in the
ata outsourcing phase, including the vocabulary size of the corpus
nd the encrypted co-occurrence matrix. Vocabulary is a statistic of the
umber of non-repeated words in the corpus, in order to determine the
umber of word vectors, it will not reveal the privacy of the words in
he original corpus. Furthermore, the co-occurrence matrix can reflect
he privacy of the original corpus words, thus the Paillier cryptosystem
s used to encrypt them. Due to the model information and the word
ector results are also encrypted, it is difficult for an external adversary
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to obtain the real information. The Paillier cryptosystem is based on
the problem of compound residuals, which is semantically secure for
chosen-plaintext attack [31]. Therefore, even if an external adversary
btains the ciphertext, it cannot have access to the original data.

6.1.2. Against the hybrid cloud attacks
In the process of privacy-preserving word vectors learning through

he public cloud, Algorithms 2 and 3 exchange information and are
designed based on Algorithm 1. Thus we first analyze how the basic
Algorithms 3 and 2 protect privacy.

• Security of Algorithm 3: CS1 randomly generates three integers
𝑟1, 𝑟2, 𝑟3, and then uses the homomorphic property to compute
[[𝑠]] according to the randomly selected 𝑡1, and sends it to CS2.
After receiving [[𝑠]], CS2 decrypts it to obtain 𝑠, and assigns 0 or
1 to 𝑡2 according to the size values of 𝑠 and 𝑛. In this process,
the encrypted 𝑎 and 𝑏 are input, thus CS1 does not know the true
values of these two data. Since 𝑟1, 𝑟2, 𝑟3 is randomly generated,
the true values of 𝑎 and 𝑏 cannot be obtained after decryption.
Moreover, the comparison result is equivalent to 𝑡1 ⊕ 𝑡2. CS1 and
CS2 cannot obtain any information about 𝑎 and 𝑏. Because CS2
does not know the value of 𝑡1, CS2 cannot obtain the comparison
result. Only CS1 knows the comparison result. Notably, even if
CS1 knows the results of the comparison, it would be difficult
to obtain the privacy information of the original data or the
model. In Algorithm 2, the comparison is between [[𝑥max]] and
[[𝑋𝑖𝑗 ]], because the two ciphertext are encrypted by using Paillier
algorithm, it is difficult to get the original information of the data,
only know the information after comparing the two data. There-
fore, Algorithm 3 can protect private data from the cloud server
attacks and protect the intermediate results of CS1 computations.

• Security of Algorithm 2: CS2 first selects the weight function
parameters [[𝑥max]] and 𝛼, and sends to CS1, CS1 runs the security
comparison algorithm to get the comparison results. According
to the comparison results, CS1 computes the weight function
[[𝑓 (𝑋𝑖𝑗 )]]. If the comparison result is 0, the weight function value
can be obtained as 1. CS1 only needs to encrypt 1, the ciphertext
involved in the subsequent and other ciphertext computation.
Since these are computed intermediate values, the impact on
privacy in the entire algorithm can be ignored. In this step,
all data except for the parameters that have been exposed is
calculated with encryption. As a result, Algorithm 2 is protected
against attacks from the cloud server.

• Security of Algorithm 1: CS1 first uses Algorithm 2 to compute
the weight function, because Algorithm 2 is secure and contains
Algorithm 3. CS1 only knows the encrypted inputs, parameters,
and some intermediate results, and cannot learn anything useful
information from Algorithms 2 and 3. In addition, Algorithm 1
uses the properties of homomorphic encryption and secure mul-
tiplication protocol to eventually generate word vectors result. In
the process, no privacy information will be disclosed.

In the result return phase, CS1 obtains the ciphertext of the word
ectors. Without the private key, it is impossible to decrypt the cipher-

text. CS1 sends the ciphertext to CS2 and generates a random number
plus disturbance. CS2 decrypts the ciphertext to obtain the disturbed
plaintext, thus CS2 does not know the original plaintext information.
Then the disturbed plaintext is sent to CS1, and CS1 gets the word
ectors plaintext by eliminating the disturbance. In this process, CS2
annot get the original information of the word vectors, which protects
8

he privacy of the word vectors.
6.1.3. Against collusion attacks
According to Algorithm 1, the honest-and-curious public cloud can

nfer the user’s private data using ciphertext input and the results of
 trained word vectors. However, since there is no collusion between
he public cloud and the private cloud, CS1 or CS2 cannot know the
ntermediate results such as [[𝑓 (𝑋𝑖𝑗 )]] at the same time, which also
uarantees the security of Algorithm 1. Furthermore, even if CS1 or
S2 colludes with some users to obtain the word vectors result, useful

nformation cannot be known from Algorithm 1. Because CS2 cannot
access Algorithm 1, CS1 and CS2 cannot learn any private input infor-

ation by combining Algorithms 2 and 3. From the above analysis,
we can conclude that even if the cloud server obtain the help of users,
it cannot obtain the original privacy data. Therefore, our scheme can
esist collusion attacks.

6.1.4. Data privacy
The objectives of this paper is to protect the privacy of the original

word data, model information and the final word vector results. Accord-
ing to statement in Section 4.2, the risk of privacy data leakage comes
rom the hybrid cloud and an external adversary. With the support of

Theorem 1, our scheme can achieve data privacy. First, we introduce
wo definitions of semantic security [36].

Definition 1 (Semantic Security, IND-CPA). An encryption scheme 𝜀 =
𝐾 𝑒𝑦𝐺 𝑒𝑛, 𝐸 𝑛𝑐 , 𝐷 𝑒𝑐) is indistinguishable under IND-CPA secure. If there
s a polynomial time adversary 𝑨, then within the polynomial time 𝑛,

there is a negligible function neg() that satisfies

Pr [𝑨 is correct in IND-CPA experiment] ≤ 1
2
+ 𝑛𝑒𝑔(𝑛),

where the IND-CPA experiment included an adversary 𝑨 and a chal-
lenger 𝑪. The process of experiment is as follows: 𝑨 sends a pair of
equal-length messages 𝑚0 and 𝑚1 to 𝑪. 𝑪 randomly selects a number
𝑏 from {0, 1}, generates the key pair (𝑠𝑘, 𝑝𝑘) ← 𝐾 𝑒𝑦𝐺 𝑒𝑛(𝜆) using
the security parameter 𝜆, and encrypts message 𝑚𝑏 with 𝑝𝑘 to obtain
ciphertext 𝐸 𝑛𝑐(𝑚𝑏)

𝑝𝑘
⟵ 𝑚𝑏. 𝑨 can access the ciphertext and guess the

output 𝑏′, if 𝑏′ = 𝑏, then 𝑨 guesses correctly. The probability of this
guess being correct is no more than 1

2 .

Definition 2 (Data Privacy). In a scheme that achieves data privacy
hrough outsourcing policies, if there are all adversaries who can access
he polynomial time of the ciphertext data and the corresponding public
ey, they cannot obtain the privacy information of the original plaintext
ata.

Theorem 1. According to Definitions 1 and 2, our scheme can guarantee
the privacy security of inputs and outputs data.

Proof. Before outsourcing phase, the user encrypts the co-occurrence
matrix using the Paillier cryptosystem. Due to Paillier cryptosystem is
a semantically secure algorithm, even if CS1 can access the ciphertext
matrix [[𝑋]], it cannot obtain the information of 𝑋 without the private
key 𝑠𝑘𝐶 𝑆2

. In addition, CS2 with the private key 𝑠𝑘𝐶 𝑆2
at this stage, has

no access to the ciphertext data.
Throughout the entire outsourcing computation phase, neither CS1

or CS2 can access the plaintext information of 𝑋𝑖𝑗 . According to Algo-
ithm 2, we need to compare the sizes of [[𝑥max]] and [[𝑋𝑖𝑗 ]], which can be

compared using the designed Algorithm 3 designed without revealing
rivacy information to CS1 and CS2. For CS1, it can obtain results of

the comparison, but does not know the details of the original data
privacy information. Although CS2 has private key 𝑠𝑘𝐶 𝑆2

, it does not
access the original ciphertext data in algorithms and can only obtain the
intermediate results computed by CS1. Furthermore, in Algorithm 1, it
is almost impossible to obtain information about the model without any
additional information. Therefore, without knowledge of 𝑋𝑖𝑗 , anyone
cannot learn useful information about word vectors 𝑤 and 𝑤 and bias
⃖⃖⃗ 𝑖 ⃖⃖⃗ 𝑗
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terms 𝑏𝑖 and 𝑏𝑗 from computing the cost function [[𝐽 (𝑖, 𝑗)]]. In the result
return stage, CS2 obtains disturbed ciphertext, which is computationally
ndistinguishable from ordinary ciphertext. Even if CS2 has private

key 𝑠𝑘𝐶 𝑆2
that can decrypt the ciphertext, it still obtains meaningless

disturbed data.
According to the above analysis, our scheme can guarantee the pri-

vacy of co-occurrence matrix 𝑋, word vectors and model
information. □

6.2. Complexity analysis

Our complexity analysis mainly focuses on the following three
hases: (1) Outsourcing the data; (2) Learning the GloVe word vectors;

and (3) Returning the results.
In the phase of data outsourcing, using co-occurrence matrix as

training samples, the number of word vectors to be updated is 2𝑉 ,
i.e., the number of co-occurrence values. When encrypting the co-
occurrence value in the co-occurrence matrix each time, the number
f times you need to use the Paillier cryptosystem depends on the

dimension 𝑑 of the word vectors. Therefore, the computational com-
plexity of generating the ciphertext from each user’s training sample is
proportional to 2𝑉 ⋅ 𝑑, the communication complexity is 2𝑉 ⋅ 𝑑 ⋅ len(𝑙)
bits. Here, len(𝑙) is length of the ciphertext encrypted using the Paillier
cryptosystem.

In the phase of GloVe word vectors learning, in order to facilitate
nderstanding, we first analyze the complexity of the sub-algorithm,
nd then analyze the complexity of the main algorithm. For Algorithm

3, 2𝑉 ⋅𝑑 times homomorphic operations are required to transmit 2𝑉 ⋅𝑑 ⋅
len(𝑙) bits. In Algorithm 2, we need to run Algorithm 3, and perform 2𝑉 ⋅
𝑑 ⋅𝛼 times homomorphic operations without communication overhead.
Therefore, the computational cost of Algorithm 2 is 2𝑉 ⋅ 𝑑 ⋅ (𝛼 + 1) and
the communication cost is 2𝑉 ⋅𝑑 ⋅ len(𝑙) bits. In Algorithm 1, Algorithm
2 needs to be used to compute the weight function, and 2𝑉 ⋅ 𝑑 times
homomorphic operations and 2𝑉 ⋅ 𝑑 times approximate logarithmic
function need to be performed, without communication. Therefore, the
computation cost of Algorithm 1 is 2𝑉 ⋅𝑑 ⋅(𝛼+ 3), and the communication
cost is 2𝑉 ⋅ 𝑑 ⋅ len(𝑙) bits.

In the phase of result return, the public cloud CS1 needs to disturb
he word vectors ciphertext and perform 2𝑉 ⋅ 𝑑 times homomorphic
omputations. Then the disturbed ciphertext is sent to CS2, which de-

crypts the ciphertext and returns the result to CS1. The communication
ost is 4𝑉 ⋅ 𝑑 ⋅ len(𝑙) bits. The user does not need to participate in this

process, thus the user has no overhead.

6.3. Performance analysis

This section discusses some of the accuracy losses in our scheme.
ince there are real numbers in the data, it needs to be scaled to an
nteger to participate in the computation. For addition or subtraction,
e scale the real number to 2𝑙. The output for the multiplication
peration is 22𝑙, we also scale it to 2𝑙. In this process, the absolute error
f 𝜔 ⋅ 2𝑙 is introduced, where 𝜔 ∈ [0, 1]. When calculating the inner
roduct of two 𝑑 dimension vectors, the error is 𝑑 ⋅ 2𝑙.

Next, we discuss the error range of the 𝑛th-order Taylor expansion
f the logarithmic function ln(1 +𝑥). Since the error in the expansion is
n the remainder, we only consider the Lagrange remainder. We take
(𝑥) = ln(1 +𝑥), convergence domain is (−1, 1], let 𝑥 = 1

5 . The remainder
of Taylor’s equation is
𝑟𝑛 =

𝑓 (𝑛)(𝜉)
𝑛!

𝑥𝑛(0 < |𝜉| < |𝑥|),

where the 𝑛-order derivative of the logarithmic function is
𝑓 (𝑛)(𝑥) = (−1)𝑛+1(𝑛 − 1)!

(1 + 𝑥)𝑛
,

9

Table 4
The basic characteristics of datasets.

Dataset Storage costs (MB) Training words Vocabulary size

D1 7.98 413,906 9,238
D2 15.9 7,487,726 31,167
D3 20.8 15,603,147 75,208
D4 80.1 50,041,812 88,337

we can obtain the result of |
|

𝑟𝑛|| and scale it. Thus we can know
|

|

𝑟𝑛|| =
𝑥𝑛

𝑛(1 + 𝜉)𝑛
< 𝑥𝑛

𝑛
= 1

5𝑛𝑛
< 10−3.

At this point, the error margin has reached the level of 10−3. By using
the above equation, for example, we need to compute the error bound-
ary of the third-order Taylor expansion of the logarithmic function in
the convergence domain of (−1, 1]. When 𝑛 = 3, it is not difficult to find
that the possible maximum error is 𝑥𝑛

𝑛 = 1
5𝑛𝑛 ≈ 0.00267.

7. Experimental evaluation

In this section, we conducted experiments on real-world datasets of
different scale to evaluate the performance of our scheme.

7.1. Setup

The experiment was implemented on a machine with an Intel Core
i5-12400F 2.50GHZ CPU and 16 GB of RAM, and installed with Win-
dows 11 64-bit version. The public cloud and the private cloud were
equipped with on two Intel Xeon machines E5-2660 V3 2.60 GHz CPUs
nd 16 GB of RAM, respectively, and installed with Ubuntu server 18.04
4-bit version.

We use scikit-learn machine learning library to import processed
data, and use high-precision arithmetic operation library gmpy2 to
implement the Paillier cryptosystem for encryption. Considering the
security and efficiency, we set the key size of the Paillier cryptosystem
to 1024 bits. In addition, in the training phase, the default number of
iterations is used, and the initialization word vectors range is a uniform
random value in the range [−0.5, 0.5].

7.2. Datasets and comparison algorithm

We chose a real-world language model benchmark that contains
about a billion words of pre-processed text, available from the Google
Code Archive.1 We divided the dataset into four parts: 1/4, 2/4, 3/4 of
the documents in the dataset and all the documents, namely, D1, D2,
D3 and D4, and use these documents as a training corpus. The number
of words trained in each corpus varies from hundreds of thousands to
tens of millions. Table 4 summarizes some of the basic characteristics
of the dataset.

We discussed some existing privacy-preserving NLP methods in
ection 2. As we explained, Wang et al. [18] constructed a privacy-
reserving word2vec word vectors learning method that uses homo-
orphic encryption to protect the user’s privacy data. Specifically, we

ompare the four schemes proposed by Wang et al. namely CBOW_HS,
BOW_NEG, Skip-gram_HS, Skip-gram_NEG. Qu et al. [16] utilized
BERT model to train word vectors and used local differential privacy
(LDP) to protect single-token embedding. They achieved differential
privacy by adding an 𝑛-dimensional random noise density distribution
𝑝(𝑁) ∝ exp(−𝜂 ‖𝑁‖) to select Euclidean distances. The privacy mech-
anism can be expressed as 𝑃 (𝑥) = 𝑥 + 𝑁 , where 𝑥 represents the
embedding vector. In our implementation, we use the same sentence
embedding mechanism, noise 𝑁 ∈ R𝑛 is sampled from (𝑟, 𝑝), where 𝑟

1 http://code.google.com/p/word2vec/.

http://code.google.com/p/word2vec/
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Table 5
The default parameters of our scheme.

Windows size Word vector dimensions Learning rate

10 100 0.05

Fraction length Number of terms

24 3

Fig. 2. The average error of the parameters. (a) The average error of fraction length.
b) The average error of the number of terms in the Taylor series.

is the distance to the origin and 𝑝 is a point in B𝑛 (the unit hyper-
sphere in R𝑛). 𝑟 is sampled from Gamma distribution 𝛤 (𝑛, 1𝜂 ), and 𝑝
s uniformly sampled in B𝑛. 𝜂 is a privacy parameter. We adopt the

BERT pre-training model ‘‘bert-large-uncased’’ to train and set different
privacy parameters 𝜂 to observe the experimental results. We compare
ur privacy-preserving word vectors learning scheme against collusion

attack with their scheme.

7.3. Accuracy

In our scheme, there are two main factors that affect the accuracy of
the structure. The use of fixed-point data type to represent real numbers
introduces rounding errors and the use of Taylor series for logarithmic
function introduces approximation errors.

For these two cases, we designed two experiments to test the error
ate, namely, the fraction length and the number of Taylor expansion
erms. The parameters we use are as follows: Windows size: 10; Word
ector dimensions: 100; Learning rate: 0.05. Through a large number of
xperiments on different data, we get the experimental results in Fig. 2.

Fig. 2(a) shows the relationship between the length of the fraction part
f the fixed-point data type and the average error generated by the

training result, i.e., the error generated decreases gradually with the
increase of the length of the fraction part. Similarly, Fig. 2(b) shows
the relationship between the number of terms in the Taylor expansion
and the average error. Therefore, these two experimental result figures
can provide guidance for parameter configuration of the scheme and
try to achieve more ideal results.

7.4. Efficiency

According to the above accuracy analysis, by balancing with the
average error rate, the default parameters we used in the experiment
are shown in Table 5. The overall efficiency of the experiment is
analyzed from the perspective of time complexity and communication
cost by using the above four datasets of different scales.

Fig. 3 shows the time to run the original GloVe algorithm with-
out privacy protection, including computing the co-occurrence matrix
time and computing the word vectors time. Since all operations are
performed in the plaintext, there is no cost of communication between
the user and the cloud server. In our privacy-preserving scheme, it can
be divided into the efficiency of the user side and the efficiency of the
cloud server side.

First, we test the computing and communication overhead of the
ser side. We observe the results of the experiment in terms of the
hanges in the dataset. As shown in Fig. 4, the time spent on the
10
Fig. 3. Efficiency evaluation of the original GloVe. (a) The computation time of the
o-occurrence matrix. (b) The computation time of the word vectors.

Fig. 4. Efficiency evaluation of user side. (a) The encryption time of the co-occurrence
matrix. (b) The communication cost of ciphertext.

Fig. 5. Efficiency evaluation of the cloud server side. (a) The computation time of the
word vectors. (b) The communication cost of ciphertext.

user side encryption co-occurrence matrix and the communication
verhead with the cloud server increases as the number of training
ords increases. For the co-occurrence matrix of dataset D4, it takes
bout 10 h to complete the encryption operation and about 2.43 GB to
ransmit the ciphertext data, both of which are actually acceptable to

the user. In addition, in our secure word vector learning process, the
ser uploads the ciphertext to the cloud server, and does not need to
articipate in subsequent computing operations, so the user does not
ncur communication costs in the training phase.

Second, we evaluate the computation and communication costs
on the cloud server side (i.e., public and private clouds). As shown
in Fig. 5, for each dataset, we compare our scheme with the com-
parison scheme [18]. As the size of dataset increases, the computa-
tional and communication overhead of our scheme and the comparison
scheme increases linearly. In our scheme, it has some advantages
over Skip-gram_HS and Skip-gram_NEG methods. Therefore, the exper-
imental results show that the proposed privacy word vectors training
scheme is efficient and lightweight for users, because a large amount
of computation and communication costs are transferred to the cloud
server.

Third, for Qu et al.’s noise-based LDP-BERT scheme, we test the
omputation cost at different levels of noise parameters 𝜂 (smaller

represents larger noise). As shown in Fig. 6, with the size of the dataset
increases, the time of adding noise and word vectors computation also
increases. With the increases of 𝜂, the added noise also decreases,
and the computation time decreases to a certain extent. However, the
corresponding level of privacy-preserving will also decrease. Therefore,
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Fig. 6. Efficiency evaluation of LDP-BERT word vectors scheme. (a) The generation
ime of noise. (b) The computation time of the word vectors.

Table 6
Comparison of word vectors accuracy.

Dataset Semantic (%) Syntactic (%) Total (%)

GloVe

D1 46.63 39.17 43.62
D2 51.47 41.84 47.53
D3 58.94 42.31 50.04
D4 62.18 48.65 54.75

Our scheme

D1 46.02 38.42 42.93
D2 51.14 40.75 46.97
D3 58.52 41.84 49.83
D4 61.87 48.36 54.37

Relative changing percentage

D1 −0.61 −0.75 −0.69
D2 −0.33 −1.09 −0.56
D3 −0.42 −0.47 −0.21
D4 −0.31 −0.29 −0.38

compared to our scheme, Qu et al.’s scheme has certain advantages
n local computing overhead. However, our solution is outsourced to
loud servers for computing. Except for users who need to under-
ake the cost of encryption operations, all other computing costs are
ndertook by cloud servers, which is also lightweight for users.

7.5. Effectiveness

To verify the effectiveness of the word vectors, we run our privacy-
reserving training scheme and the original GloVe training scheme
roposed by Pennington et al. [7] on four datasets according to the

default parameter settings given in Table 5, and compare the validity
of the word vectors. To this end, we use word analogy to measure the
quality of word vectors. Word analogy can be explained as a kind of
problem, i.e., ‘a to b, c to_?’. The dataset we used contains 19,544 such
problems and is divided into two major categories, namely semantic
problems and syntactic problems. Semantic problems are often analo-
gies of people and places, such as ‘Fingers to the palm as toes to_?’.
Syntactic problems are usually analogies of verb tenses or adjective
forms, such as ‘Sing to singing as swim to_?’. Therefore, the trained
word vectors should be able to correctly answer these questions and
uniquely identify the missing items in the questions. Only an accurate
nswer can be considered as a correct match. We use cosine similarity
o find the word closest to the problem.

Table 6 summarizes the comparison of the accuracy rate of all
uestions answered by the word vectors obtained from the original
loVe and our scheme. When the nearest word vector found by cosine

imilarity is exactly the same as the correct word in the question, the
uestion is answered correctly. In general, the higher the quality of

the word vectors obtained through training, the higher the accuracy of
nswering questions. The experimental results show that the accuracy

of the word vectors learned by our privacy-preserving scheme is very
lose to the original GloVe scheme.

We report the effectiveness of Qu et al.’s LDP-BERT word vectors
earning scheme with different privacy parameters 𝜂. As shown in

Table 7, with the increases of 𝜂, it means that the less differential
privacy noise is added to the original data, the higher the accuracy
11

o

Table 7
Accuracy of LDP-BERT word vectors scheme with different privacy parameters.

Dataset Semantic (%) Syntactic (%) Total (%)

𝜂 = 50
D1 25.39 22.37 23.48
D2 28.52 23.56 27.13
D3 29.28 26.73 26.94
D4 32.71 27.35 29.51

𝜂 = 75
D1 27.84 26.09 27.19
D2 30.93 27.73 30.12
D3 33.11 29.29 32.87
D4 34.23 32.84 33.35

𝜂 = 125
D1 35.24 32.47 33.57
D2 37.65 36.90 37.53
D3 40.82 38.27 39.04
D4 43.59 41.14 42.88

𝜂 = 175
D1 42.35 37.31 40.56
D2 46.58 44.79 45.12
D3 51.07 47.63 50.28
D4 55.32 51.98 53.35

of the learned word vectors, and the corresponding level of privacy
protection is also decrease. When 𝜂 = 175, the noise level reaches the
minimum, and on some datasets, the syntactic and total accuracy of the
LDP-BERT scheme are higher than our scheme. In general, the accuracy
of our privacy-preserving scheme is better than the scheme adding
ifferential privacy noise, and has a higher level of privacy-preserving.

7.6. Discussion

Our scheme has two performance challenges on large-scale datasets
nd high-dimensional word vectors: (1) computational complexity:

significantly increasing the computational cost of homomorphic en-
cryption. NLP tasks involve matrix and vector operations, which have
lower computational efficiency on encrypted data; (2) memory over-
head: encrypting data typically requires larger storage space, and as
the size and dimensions of the dataset increase, memory overhead will
significantly increase.

To address the above challenges, we propose several potential opti-
ization methods for scalability: (1) using model design optimization,

uch as reducing the computational complexity of privacy protection
algorithms through hierarchical training, distributed computing, or
model compression techniques; (2) combining multiple privacy protec-
tion technologies, such as using differential privacy and homomorphic
encryption, can leverage their respective advantages in certain scenar-
ios and reduce performance bottlenecks caused by a single method;
(3) at the hardware level, using accelerators such as GPU and TPU to
accelerate the computation of privacy protection solutions, especially
when dealing with high-dimensional data and large-scale datasets, can
significantly improve performance.

8. Conclusion

To ensure the secure and effective generation of high-quality word
ectors for NLP tasks, this paper proposes a privacy-preserving word
ectors training model. In this model, all computational tasks are
xecuted on a cloud server, ensuring that no privacy-sensitive infor-
ation can be disclosed or inferred. The collaboration between public

nd private clouds optimizes the capabilities of the cloud server. Our
cheme not only enhances efficiency but also safeguards both user
rivacy and the confidentiality of the word vectors model.

Building on a robust security framework, we introduce a privacy-
reserving scheme based on GloVe. This approach employs a hybrid
loud model, the Paillier cryptosystem, and various arithmetic prim-
tives, including data representation, secure multiplication protocols,
nd logarithmic function computations. We evaluate the performance
f our proposed scheme through designed experiments, focusing on
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the practicality and effectiveness of the generated word vectors. The
xperimental results indicate that the accuracy of the word vectors
roduced by our privacy-preserving scheme closely resembles that of
he original GloVe method.

However, homomorphic encryption can impose significant compu-
ational overhead, particularly when applied to large-scale datasets and
omplex NLP tasks such as BERT and Transformer architectures. In
uch cases, encryption operations may become inefficient and challeng-
ng to implement on conventional hardware. Additionally, for tasks like
achine translation and dialogue generation, homomorphic encryp-

ion might hinder the model’s ability to accurately capture contextual
nformation, potentially degrading the quality of the generated outputs.

Looking ahead, we aim to investigate the integration of various
rivacy protection methods for NLP. Specifically, we plan to combine
he strengths of differential privacy and homomorphic encryption to
nhance data privacy, improve computational efficiency, and elevate
odel performance.
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