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cryptanalysis methods examine only
cryptosystems’ theoretical founda-
tions—calculating how much effort
is needed to factorize a given 1,024-
bit RSA modulus, for example, falls
under this category. But even
though such questions are impor-
tant, they never accurately reflect the
strength of real systems in practice.
In reality, an adversary can observe
several different channels of infor-
mation in addition to a cryptosys-
tem’s inputs, outputs, and public
parameters. In other words, a flesh-
and-blood adversary can gather
much more information than the fa-
mous theoretical adversary, Eve. 

Moreover, none of us are as lucky
as Alice or Bob, who have the luxury
of using the theoretical Turing ma-
chines described in textbooks. In-
stead, we use real devices, such as
computers, smart cards, and cell
phones, all of which reveal valuable
information to adversaries, simply
by letting them observe physical
characteristics such as execution
time,1 power consumption,2 and
electromagnetic dissipation.3 We call
these information channels side chan-
nels, and they’re clearly not among
the input and output channels that
Eve is used to observing.

This installment of Crypto Cor-
ner looks at some specific new side
channels that are enabled by the very

sophisticated ingredients of modern
microprocessor architectures. 

Side-channel
cryptanalysis
Early side-channel studies initially
focused mainly on smart cards.
Compared to general computer sys-
tems, smart-card architectures are
quite simple and thus an easy target
for side-channel attacks. The secu-
rity community thought these at-
tacks couldn’t be applied to general
computer systems, but a timing at-
tack on a Web server in 2003
changed this perspective.4 Re-
searchers showed that such an attack
could even compromise remote sys-
tems over a network, which is very
different from applying side-channel
attacks on smart cards that are physi-
cally in your possession. Improve-
ments on the original remote timing
attack made it even more practical.5

Recent studies on side-channel
analysis have led to a new area, micro-
architectural analysis, which studies
the effects of common processor
components on cryptosystem secu-
rity. Researchers realized that
microprocessor component func-
tionalities generate easily observable,
data-dependent effects—a crypto al-
gorithm’s execution, for example,
leaves “footprints” on the persistent
state of data caches, instruction

caches, and branch prediction units.
These easy-to-see footprints depend
on the operations performed during
execution as well the data used in
them, so an adversary could break a
cryptosystem simply by running in
parallel a so-called spy process to trace
the footprints during or after the al-
gorithm’s execution. It’s important
to note that spy processes run in full
isolation and can’t directly read any
data from the cryptosystem, but
nevertheless, leaked footprints can
lead to dramatic security breaches. 

We’ve seen many examples of such
micro-architectural attacks on widely
used cryptosystems such as AES6,7 and
RSA.8,9 Initial studies on cache attacks
weren’t really oriented around spy
processes, but the rise of spy-oriented
cache attacks in 2005 resulted in a
whole new paradigm. Let’s look more
closely at how these attacks work.

The birth of micro-
architectural analysis
A cache is a small storage area that a
CPU uses to reduce average memory
access time. By acting as a buffer be-
tween the main memory and the
processor core, it provides the proces-
sor with fast and easy access to the
most frequently used data (including
instructions) without frequent exter-
nal bus accesses. When the processor
needs to read a location in main
memory, it first checks to see if the
data is already in the cache. If the
data’s there (a cache hit), the processor
immediately uses it rather than ac-
cessing the main memory, which has
a significantly longer latency; other-
wise, it reads the data from the mem-
ory and stores a copy in the cache (a
cache miss). When the AES process
encrypts or decrypts a block of data,
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for example, it writes those parts of
the lookup tables accessed during ex-
ecution into cache.

However, this functionality also
enables adversaries to launch different
kinds of cache-based attacks on cryp-
tosystems. Let’s look at a simplified
example on AES. An adversary runs a
spy process that reads a large amount
of data from private memory (from a
large array, for instance). As a result of
this read operation, the cache con-
tains only some data from the spy’s
memory, if the array is big enough;
from this point forward, the spy
process releases the CPU, which
might continue or start an AES oper-
ation. The CPU writes those parts of
the lookup tables touched during the
encryption into the cache, which
overwrites some of the spy’s data.
Touched parts of the AES lookup ta-
bles stay in the cache even after the
AES process finishes its execution—
in other words, the cache contains the
AES execution’s footprints after its
termination. If the adversary runs the
spy process shortly after the AES ter-
minates, the spy can trace these foot-
prints—it simply reads its own private
memory, but this time, it also mea-
sures the time it takes to read each
small portion of the array. Because it
takes more time to read the portions
overwritten during AES execution,
the spy process can determine which
parts of the cache the AES modified.
This information also reveals which
parts of the lookup tables were ac-
cessed during encryption. If the ad-
versary can gather this kind of
information from several executions
of AES, it’s extremely easy to find the
secret key used in the cipher. 

In this example, we don’t have to
assume that these processes run on a
simultaneous multithreading (SMT)
processor; SMT architectures exe-
cute multiple processes simultane-
ously by special hardware support,
thus on SMT architectures, the ad-
versary can observe cipher execution
“on the fly.” Here, the spy process
runs simultaneously with the cipher
process (as opposed to running after

the cipher process terminates), so an
adversary can analyze, for example,
each individual AES round and de-
termine which parts of the cache
were modified in each round instead
of during the entire AES execution. 

Clearly, this approach provides
finer-grained information to the ad-
versary and makes it much easier to
break the cipher. Information from
fewer than 15 executions is enough
for SMT-based attacks to break 128-
bit AES.7 Furthermore, the recent in-
troduction of a new attack type that
seems impossible to launch on non-
SMT microprocessors has demon-
strated the severity of the security
weaknesses in SMT functionalities.10

Unleashing the
power of spies
Pure software-based side-channel
attacks, including data cache attacks,
rely on statistical methods and re-
quire many computational measure-
ments under the same key. In late
2006, a new and very powerful at-
tack type—simple branch predic-
tion—attracted significant attention
immediately after its introduction.9

This spy-oriented attack has the
power to extract almost all the key
bits from a single RSA execution by
accurately revealing the crypto-
system’s execution path. A recent
manuscript introduced another
related micro-architectural attack
type—instruction cache analysis—
that also reveals a process’s execution
path by simply observing a single ex-
ecution.8 The successful extraction
of enough information from a single
execution rendered many already
deployed side-channel mitigations
totally useless. 

Branch prediction attacks9,11 and
instruction cache attacks8 differ from
basic data cache attacks, but they rely
on many of the same principles.
These attacks try to determine a
cryptosystem’s execution path instead
of data access patterns, which are the
focus of data cache attacks. The exe-
cution paths of public-key cryptosys-
tems such as RSA usually depend on

the key’s secret parameters. There-
fore, once adversaries obtain the exe-
cution path, they can reconstruct the
private key from this information.
Another novel application of execu-
tion path observation attacks is its ap-
plication to the binary extended
Euclidean algorithm (BEEA), which
is frequently used for RSA key setup
and certain real-world RSA side-
channel protections.12

The instruction cache is a dedi-
cated cache inside a CPU that stores
the instructions of recently executed
code sections. In instruction cache at-
tacks, the spy process executes
dummy instructions to overwrite the
instruction cache, which is funda-
mentally different from reading a large
array to overwrite the data cache,
which is what happens in data cache
attacks. Similar to the basic cache at-
tack method we described in the pre-
vious section, an adversary can run
such a spy process to execute dummy
instructions in parallel with a cipher
execution and thereby trace the ci-
pher’s footprints. In instruction cache
attacks, these footprints reveal which
instructions were executed inside the
cipher process—in other words, they
also reveal the cipher’s execution path. 

The branch prediction mecha-
nism is a very crucial part of all gen-
eral-purpose microprocessors. To
complete at least one instruction per
clock cycle, those highly pipelined
microprocessors must guess the most
probable execution path before the
actual and final retirement of a con-
ditional branch and thus specula-
tively feed the pipeline with the next
instruction. However, if the specula-
tively executed instruction flow
turns out to be wrong, the execution
suffers from a misprediction delay be-
cause the CPU must flush the entire
pipeline and resume execution from
the correct instruction after the cur-
rent branch instruction.

Of the different types of branch
prediction attacks, the most powerful
is the simple branch prediction attack
(SBPA).9 SBPA targets the branch
target buffer (BTB), which is inside a
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branch prediction unit (BPU). The
BTB stores data related to recently
executed branches; similar to a cache
miss, if the CPU can’t find the corre-
sponding data inside the BTB, the
branch’s execution takes longer. An
adversary can exploit this fact by run-
ning a spy process that observes the
changes inside the BTB during the
cryptosystem’s execution. To achieve
this functionality, the spy process
must execute specialized sequences
of several conditional branches and
measure the overall time. 

M icro-architectural analysis of
cryptosystem implementations

is a promising and interesting new se-
curity research direction that will con-
tinue to grow.  Because simple branch
prediction attacks and instruction
cache attacks can extract almost all the
RSA key bits by observing a single
RSA operation, they’re quite danger-
ous for real-world crypto implemen-
tations, such as OpenSSL, which runs
on more than 60 percent of the
world’s server installations. However,
the actual threat of micro-architec-
tural analysis isn’t limited just to cryp-
tographic algorithms: all the pure
software attacks mentioned here allow
a totally unprivileged process to com-
promise the security of microprocessor-
based computing environments. 

The recent efforts in building
trusted computing platforms increase
the significance of these threats. Such
attacks can function even in the pres-
ence of sophisticated security mecha-
nisms such as memory protection,
sandboxing, or even virtualization be-
cause they exploit deep processor in-
gredients below the trust architecture
boundary. It’s therefore necessary to
carefully consider every piece of a
platform, from the highest level all the
way down to the deepest ingredients,
to achieve the goal of really secure and
trusted platforms and to avoid build-
ing a fortress on sand. 

Unfortunately, trusted comput-
ing efforts address only architectural
boundaries and provide no micro-

architectural confinement of critical
information. Initiatives that enable a
simple CPU integration of crypto
accelerators, such as AMD’s Tor-
renza and TPM chips, are definitely a
promising and effective first step to
increase the strengths of the systems
against micro-architectural attacks.
However, we have to do a lot more to
completely overcome these threats.
In particular, reconsidering the
micro-architectural designs would
be a very positive approach. 
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