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ABSTRACT

Neuromorphic architectures are represented by a broad class of
hardware, with artificial neural network (ANN) architectures at one
extreme and event-driven spiking architectures at another. Algo-
rithms and applications efficiently processed by one neuromorphic
architecture may be unsuitable for another, but it is challenging to
compare various neuromorphic architectures among themselves
and with traditional computer architectures. In this position pa-
per, we take inspiration from architectural characterizations in
scientific computing and motivate the need for neuromorphic ar-
chitecture comparison techniques, outline relevant performance
metrics and analysis tools, and describe cognitive workloads to
meaningfully exercise neuromorphic architectures. Additionally,
we propose a simulation-based framework for benchmarking a wide
range of neuromorphic workloads. While this work is applicable to
neuromorphic development in general, we focus on event-driven
architectures, as they offer both unique performance characteristics
and evaluation challenges.
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1 INTRODUCTION

Neuromorphic computing encompasses algorithms and architec-
tures taking inspiration from the brain to perform computation.
Neuromorphic algorithms may be executed on both von Neumann
architectures (VA) and non-von Neumann architectures (NVA), or
a combination of the two. NVAs have the potential to be more
efficient than VAs at brain-inspired computations. This is due to
NVAs typically being highly connected and parallel, potentially
low-power, and collocating memory and processing. In this work
we focus on a specific type of NVA: event-driven architectures,

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

ICONS 19, July 23-25, 2019, Oak Ridge, TN

© 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM.

Cetin Kaya Kog¢
cetinkoc@ucsb.edu
University of California Santa Barbara
Santa Barbara, USA

e.g. based on spiking neural networks, which are more biologically
plausible than other mainstream NVAs, like digital artificial neural
network accelerators [15].

The high performance of artificial neural networks (ANN) for
image classification triggered a surge of interest in specialized
architectures. For example, totaled across the top architecture con-
ferences! only two neuromorphic papers were published in 2014,
then 64 in 2016, and 122 in 2018 [26]. These numbers specifically
represent the growth of ANN architectures.

From an applications perspective, the focus on ANN architec-
tures at most recent VLSI conferences seems justifiable, as the per-
formance of ANNs is now sufficiently good that they are being used
in safety-critical applications like autonomous driving, and they are
computationally taxing on traditional VA’s, motivating a need for
alternative neuromorphic approaches. However, ANNs have only
loose biological plausibility and they are only good at a narrow
range of cognitive tasks. Attention [27] and Capsule Networks [20]
are two recent examples which attempt to augment ANNs with
greater biological plausibility, and we expect to see more examples
in the future.

Given that the number and variety of possible neuromorphic
approaches is unbounded, how are architecture design decisions to
be made? Rigorous benchmarking has been foundational in advanc-
ing traditional computer architecture, however, as NVAs employ
alternative paradigms from VAs, it is challenging if not meaning-
less to try and compare these architectures using solely the same
metrics. Different architectural approaches are optimized for differ-
ent benefits, so appropriate metrics are necessary to provide full
understanding of the trade-offs and advantages each affords.

The mainstream ANN community has begun developing strong
benchmarking efforts to highlight their advantages?. It is the in-
tention of this work to outline benchmarking goals for the neuro-
morphic community. Our focus is on event-driven architectures,
but the guidelines presented here may be applied to neuromorphic
architecture evaluation in general. Highlighted by Fig. 1, we pro-
pose more extensive architectural evaluation metrics, analogous
to how modern nutrition understanding has progressed to include
more than just calorie counts. For example, rather than looking at
single metrics like operation counts, a more complete understand-
ing of micro-nutrients enables a greater nutritional understanding.
Similarly, a more advanced understanding of multiple factors of
architecture operation are needed to compare the strengths and
weaknesses of computational architectures.
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In the remainder of the paper, we expand on why we are focused
on benchmarking event-driven architectures, intrinsic and extrinsic
metrics, and benchmark candidates for neuromorphic processors.
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Figure 1: Illustration of traditional and proposed ap-
proaches to architectural benchmarking.

2 EVENT-DRIVEN NEUROMORPHIC
ARCHITECTURES

Event-driven neuromorphic architectures (EDNA), often modeled
on spiking neuron models, are more biologically plausible than
ANNSs and offer the promise of higher efficiency for certain applica-
tions. These architectures are often able to take advantage of sparse
connectivity and communication. Industry research platforms and
academically available ASIC implementations of event-driven ar-
chitectures currently include IBM’s TrueNorth [3], University of
Manchester’s SpiNNaker [10], the Human Brain Project’s Brain-
ScaleS [21], and Intel’s Loihi [8]. There are other ASIC and FPGA
implementations, and many architectures that have yet to be phys-
ically realized [22].

3 METRICS

Evaluating a neuromorphic processor is nuanced. For example, the
literature (or advertising material) for a processor may report “low
power”, but it may not report benchmarks for a dataset or a task of
interest. Furthermore, other published architecture details may lack
information required to compare a potential processor to its alter-
natives. Due to this nuance, we suggest two high-level categories of
metrics: extrinsic metrics and intrinsic metrics, with a metric’s cat-
egory dependent on whether or not a workload must be processed
to measure the metric. In this work, we provide recommendations
for a variety of extrinsic and intrinsic metrics. These metrics may
be used to compare and improve architecture designs.
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3.1 Intrinsic metrics

Intrinsic metrics may be measured without executing a workload
on a processor. These metrics are simple to collect or may be gath-
ered directly from technical manuals or publications, however, they
do not provide sufficient information for a researcher to understand
workload-dependent performance comparisons. They may not even
indicate whether the architecture is likely to meet minimum speci-
fications or performance requirements on tasks of interest.

Intrinsic metrics include hardware metrics, e.g. maximum power,
idle power, silicon area, process size, clock speed, package dimen-
sions, weight, memory, and time to reconfigure; architecture metrics,
e.g. connectivity limits, communication limitations, reconfigurabil-
ity, bit-precision options, IP protection (e.g. encryption), on-device
learning availability, and built-in algorithm support; and metadata
metrics, e.g. maturity, country of origin, access to design files, pro-
gramming support, and manufacturer.

3.2 Extrinsic metrics

Extrinsic metrics require a specific workload to be executed on an
architecture. By “workload”, we are referring to the combination of
a specific algorithm processing a specific set of data. If the input data
changes, this may lead to different processing flows, and therefore to
different extrinsic metrics. Extrinsic metrics include power, latency,
throughput, accuracy, and roofline analysis.

The workload used to generate extrinsic metrics would ideally
be matched to the type of workload for which the architecture was
designed. For example, the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) benchmark is a popular data set for workloads
in the ANN community, but it may be an incongruous workload
for most EDNAs [19]. Ideally, the neuromorphic community should
have access to a suite of benchmarks which represent different
brain-inspired tasks. This would allow researchers to select tasks
tailored to their design, and also compare how their design performs
relative to other designs on the same workload. We recognize that
benchmarking event-driven systems could require hardware or
datasets which are not yet widely available.

3.2.1 Roofline analysis. Roofline plots are visual aids to under-
stand performance of a workload on a particular architecture. This
tool was developed for analysis of the interaction between system
memory, processor performance, and application efficiency in high-
performance computing (HPC) [28]. Roofline plots are espoused by
a popular computer architecture book and were recently used for
analysing systolic and dataflow ANN accelerators [5, 12, 14]. These
plots are similarly useful for EDNAs.

lustrated in Fig. 2, the “roof” of the roofline plot is the maximum
theoretical throughput at which a processor can perform some oper-
ation. The definition of “operation” is flexible. The HPC community
uses floating-point operations (FLOPs). The ANN community may
use multiply-accumulate operations (MACs). The neuromorphic
community could use events (such as synapticops). Also, higher
order operations may be defined, e.g. FLOPs/Watt.

A processor receives data from memory (or directly from a sen-
sor). Memory (or sensor) bandwidth can be saturated if a processor
demands too much data, too often. The slope of the roofline indi-
cates memory saturation at various workload intensities, where
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Figure 2: Illustrative roofline plots of two exemplar archi-
tectures (u; and pz) comparing how various workloads uti-
lize computational resources under two evaluation criteria.
The bottom figure does not normalize for energy, but the top
figure does. By normalizing for energy we can get a more ac-
curate understanding of efficiency.

“intensity” is from the perspective of a processor. A low intensity
workload would finish quickly and require data quickly.

Generating a roofline plot requires a specific workload. Creating
a roofline plot for an ANN would require the ANN and all of the
training data. After a workload is selected, it can be analyzed: how
many operations are required, how many bytes of data for all the
code and data, how long does it actually take to run on the hardware.
This information is then plotted on the roofline plot.

Roofline analysis can indicate whether a workload is processor or
memory-bound or if the workload’s implementation is suboptimal
for the architecture. In other words, it explains how efficiently a
particular workload executes on a particular piece of hardware. A
roofline plot may thus be used to compare the efficiency of two
architectures for processing equivalent workloads, and it may be
used to understand how a system should be optimized to increase
performance.

Accordingly, roofline analysis not only illustrates how well work-
loads are implemented on and suitable for an architecture, but, by
specifying the metric(s) of interest constituting an “operation”, they
can also provide greater insight into the function of the architec-
ture. Amdahl et al., in their foundational paper which first specified
the notion of a computer architecture, observed that the utility of
an architecture comes from problems solved rather than bits-per-
microsecond [4]. This premise is demonstrated by the mathematical
optimization of ANNs showing comparable performance can be
achieved with computationally simpler models using fewer com-
putations. Next we describe workloads which we propose provide
greater insight into the advantages of EDNA processing than sin-
gular metrics such as FLOPs often used to measure VAs.
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4 COGNITIVE WORKLOADS

In the following subsections we outline high-level cognitive appli-
cations we expect to see more brain-inspired neuromorphic sys-
tems attempting to solve in the near future. The application areas
are drawn from [2] and range from basic sensory processing and
pattern recognition to long-term planning at multiple timescales.
We model our approach after the Seven Motifs of Scientific Com-
puting [7], which delineates the seven basic kernels of scientific
computing: structured grids, unstructured grids, dense linear alge-
bra, sparse linear algebra, fast Fourier transforms, particles, and
Monte Carlo. Each of these core algorithms have different hard-
ware and memory access patterns, and they are instantiated in a
number of open source benchmark packages. Similarly [18] identi-
fies six kernels ubiquitous in space applications: matrix addition,
fast Fourier transforms, matrix multiplication, matrix convolution,
Jacobi transformation, and Kronecker product.

Realistic and interesting workloads should be processed in order
to exercise a system for generation of extrinsic metrics. To under-
stand this claim, observe that an EDNA processes potentially sparse
graphs. Assuming even a deterministic architecture, a single event
change in an input may lead to numerous different downstream
events. And while it is possible to generate arbitrary inputs and
algorithms to stress specific aspects of an architecture, we consider
it to be more meaningful if such tests are tied to problems which
the community is interested in solving.

Similar to how scientific software is usually composed of multiple
kernels discussed above, future cognitive systems will most likely
combine two or more of the following.

4.1 Feed-forward sensory processing

Cognitive systems need to perform pattern classification and re-
gression from potentially multimodal sensory inputs. Modes may
include vision, audio, tactile, sonar, radar, or other more abstract
data like sales transaction information. Basic, but high accuracy,
classification of static images began the current trend in ANN popu-
larity and remains a mainstay of machine learning systems [11, 17].

4.2 Recurrent sensory processing

Success at feed-forward sensory processing implies that the cur-
rent observation contains all the information needed for predic-
tion. However, for systems with temporal dynamics or other time-
dependent behavior, some type of memory is needed for accurate
prediction. Simple memory is often achieved through network re-
currency, where intermediate information is retained locally and
processed alongside new information, allowing temporal depen-
dencies to be learned. See [6, 13, 27] for examples.

4.3 Top-down processing

ANNs gradually build up features in a bottom-up approach. For
example, filters from early layers in convolutional neural network
learn to detect edges, while later layers learn to detect entire shapes.
This is not how mammalian brains process sensory data in general.
A more biologically plausible approach at feature extraction allows
higher-level processing to affect lower-level processing. This top-
down approach may be modeled with Bayesian algorithms. For
some efforts in this direction, please see [1, 24, 25].
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4.4 Dynamical memory and control algorithms

Biological neurons, and groups of neurons, and various regions of
the brain can be modeled as multiple dynamical systems. This is
something that neither ANNSs nor current EDNA architectures com-
monly do. The neuromorphic architecture community must wait
for tractable models to become available before tackling problems
in this space. One existing effort along these lines is [9].

4.5 Cognitive inference algorithms,
self-organizing algorithms and beyond

The frontal and subcortical parts of the brain are responsible for
long-term planning from earlier processed information. Popular
reinforcement learning methods represent a simple example of
long-term decision making. As progress continues with more capa-
ble feed-forward sensory processing, recurrent sensory processing,
Bayesian neural algorithms, and dynamical memory and control,
we expect to also see progress in their consolidation in the form
of powerful long-term planning algorithms. This, as well as using
these subsystems for life-long learning across multiple timescales,
will represent much of the future effort for the neuromorphic al-
gorithm community. For some interesting concepts on these and
other ideas, refer to [2, 16, 23].

5 THE ROLES OF SIMULATION AND
EMULATION

In the previous section, we outlined five high-level cognitive appli-
cation areas. Each of these areas are currently being studied across
the neuromorphic computing spectrum. The ANN community has
an advantage in the space, as back-propagation performs so well in
so many problem areas that these systems have become useful for
commercial, scientific, military, and medical applications. The ANN
community arrived at this point by applying massive amounts of
compute to massive amounts of data. On the other hand, despite
having theoretically computational benefit, there are no training
algorithms which have yet given event-driven systems the type of
workload performance as has been seen in the ANN community.

In order to show progress according to some metric (e.g. power)
it must be possible to processes some meaningful workload with
high performance. Unfortunately it is expensive, in terms of dol-
lars and time, to generate large amounts of event-driven I/O for
sensory data — an area where EDNA architectures should excel at
processing. We propose the development of a physics-based simu-
lation system designed to benchmark and compare ANN, EDNA,
and other neuromorphic systems. The simulation system would
have the following basic characteristics:

o Ability to generate multimodal physics simulations in both
the standard spatial domain for ANNs and spatiotemporal
domain for EDNAs. For example, both an RGB and DVS
camera could be modeled by the simulator. To accurately ac-
count for full operation costs, the simulator needs to account
of differences such as in bandwidth/transmission rates or
power consumption associated with the different paradigms.

o Ifthe neuromorphic hardware has an emulator then it may be
used for training directly from the simulator outputs. This
approach would allow for massive parallelization for the
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development of neuromorphic algorithms and the collection
of many extrinsic metrics, e.g. spiking events per workload.

o If the neuromorphic hardware is a low-power physical sys-
tem, a simulator interface board could be developed. The
interface board would translate I/O between the simulator
and the neuromorphic hardware. The I/O could include both
analog and digital channels. Additionally, the interface board
could be designed to provide power to the low-power sys-
tem, thus it would be possible to measure the neuromorphic
system’s power consumption.

o If the neuromorphic hardware is actually a cluster, e.g. SpiN-
Naker and BrainScales, then the simulator’s interface board
would only communicate with the neuromorphic hardware,
without measuring power. If the cluster has the ability to be
partitioned, then multiple simulators could be connected.

Widely available access to appropriate workloads and computa-
tional resources is currently preventing both accurate comparisons
between various ANNs and EDNAs, as well as participation from a
wider community. Our simulation proposal aims to create a rich,
flexible, physics-based environment. Once such an environment
is available, then various challenge workloads may be created, e.g.
controlling an autonomous vehicle with event-based sensors or per-
forming robotic manipulation with event-based tactile input. Once
appropriate workloads are created, algorithms and architectures
may be developed and applied using either hardware emulation
or domain appropriate I/O. Execution of the attempted solutions
will then enable collection of extrinsic metrics, which will enable
benchmarking for design improvement and comparison.

6 CONCLUSION

Event-driven neuromorphic architectures offer more promising
performance-per-Watt operation than currently-popular ANNSs, but
it has been difficult to compare various EDNA realizations — both
among themselves and to ANNs. In this work, we define various
metrics which may be used to evaluate EDNA performance. Taking
inspiration from techniques employed by conventional computer
architecture, we present how roofline analysis may be utilized in
conjunction with other advanced performance measures to develop
an understanding of the strengths and weaknesses of different
architectures on common workloads. Our approach emphasizes
the importance of the algorithms and data being processed for
the collection of meaningful and actionable metrics. Additionally,
we motivate a need for the development of cognitive workloads,
inspired by the motifs of scientific computing. Such cognitive work-
loads will include datasets to process, but they offer more than
a simple data science challenge, as their combination with a task
creates a computational requirement which stresses the architec-
tures and articulates their merits, rather than simply providing a
one-dimensional metric like floating-point operation counts. To
address these needs, we also propose a simulation framework that
may be used to efficiently train and evaluate EDNAs on cognitive
tasks.
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