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18.1 Introduction

Microarchitectural analysis (MA) is a fast evolving area of side-channel cryptanaly-
sis. This new area focuses on the effects of common processor components and their
functionalities on the security of software cryptosystems. The main characteristic of
microarchitectural attacks, which sets them aside from classical side-channel at-
tacks, is the simple fact that they exploit the microarchitectural behavior of modern
computer systems.

The fascinating progress of microprocessor technology in the last decades is
maybe the most influential power that has been driving the scientific and technolog-
ical advances. However, due to strictly throughput, performance, and “performance
per watt”-oriented goals of modern processor designs and also “time-to-market”-
driven business philosophy, the resulting products, i.e., commodity processor ar-
chitectures in the market, lack a thorough security analysis. The main element that
gave birth to microarchitectural analysis area is indeed this particular gap between
the current processor architectures and the ideal secure computing environment.

The identification of requirements for secure execution environments has always
been a challenging task since the invention of high-complexity computing devices.
The security requirements of early computer systems were defined with monolithic
mainframe computers in mind (cf. [9, 15, 48] and also [19] for a nice collection of
early computer security efforts). Today, the domination of multi-user PC and server
platforms and also the multitasking operating systems mandates a serious revision of
these early requirements. Recently, we have seen an increased effort on the security
analysis of daily life computer platforms. The advances in the field, more specifi-
cally, the desire to develop secure execution technologies such as AMD’s Pacifica,
Intel’s virtualization technology (VT) and trusted execution technology (TXT) (co-
denamed LaGrande technology or LT for short) play an important role to increase

Samsung Information Systems America, e-mail: onur.aciicmez@gmail.com · City University of
Istanbul & University of California Santa Barbara, e-mail: koc@cryptocode.net
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attention on analysis of computer platform security due to [42]. Here, it has been
especially shown that microarchitectural properties of modern processors create a
significant security risk (cf. [3, 4, 6, 10, 29, 35]).

Today’s high-end computer architectures employ several different components
each of which is responsible for a specific task mostly to increase the performance
of the system. Among all these different components, we will focus on only four of
them in this chapter:

1. Data cache
2. Branch prediction unit
3. Instruction cache
4. Functional units, especially multiplier

These four components are the ones that had been exploited in MA until the time this
chapter was written. Although it is necessary to understand the detailed functional-
ity and purposes of these components in order to grasp the basic idea underlying
the theory of MA, we cannot cover all these details in this chapter. It would take
yet another book to explain even the basics of modern computer architecture, and
therefore we have to assume that the reader already has at least some familiarity
with computer architecture concepts. There are several books in the literature (e.g.,
[16, 34, 38, 39]) that give comprehensive overviews of modern computer architec-
tures. Even though we will try to give very brief explanations of the aforementioned
microprocessor components, we recommend the readers to study the related mate-
rials from [34, 39] or a similar resource in advance.

In this chapter, we cover all of these four MA types mentioned above. We start
with an overview and history of microarchitectural analysis. Then we present each
MA type including the basics of these attacks and examples of concrete attack strate-
gies found in the literature. We also discuss the differences between these MA types
and possible countermeasure techniques.

18.2 Overview and Brief History

The actual origins of microarchitectural analysis go back to [20, 40]. Although these
publications implicitly pointed out the security risks of microprocessor components
like cache, concrete and widely applicable security attacks relying on microproces-
sor functionalities have not been worked out until very recent years. The results
of these recent studies immediately attracted significant public interest due to their
implications and broad application ranges of these security breaches.

The typical targets of side-channel analysis have been and still are smart cards.
However, we have seen significant increase in the research efforts spent on side-
channel analysis of commodity PC platforms. Soon, the researchers realized the
fact that the internal functionalities of some microprocessor components like data
and instruction cache and branch prediction units cause very serious side-channel
leakage and hence create crucial security risks. These efforts led to the development
of microarchitectural analysis area.
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Side-channel analysis can be defined as the study of the relations between
the strength of cryptosystems and data-dependent variations in the so-called side-
channel information, e.g., execution time and power consumption, generated during
the execution of their physical implementations. Malicious parties can exploit such
variations to find out the secrets used in security applications and cryptosystems.
These variations either directly give the key value out during a single cipher exe-
cution or leak sensitive information which can be gathered during many executions
and analyzed to compromise the system. MA attacks exploit the microarchitectural
components of a processor to reveal cryptographic keys. The internal functionalities
of the aforementioned processor components generate such data-dependent varia-
tions in execution time and power consumption, which are the subjects of MA.

The first type of MA we had seen is called “Cache Analysis”. A cache-based
attack, abbreviated to “cache attack” or “cache analysis” from here on, exploits
the cache behavior of a cryptosystem by obtaining the execution time and/or
power consumption variations generated via cache hits and misses, cf. [5, 6, 10–
12, 24, 26, 27, 29, 31, 35, 43–45]. The potential cache vulnerability of computer
systems has been known for a long time, cf. [20, 22, 23]; however, actual realistic
and practical cache attacks were not developed until recent years. Cache analysis
techniques enable an unprivileged process to attack another process, e.g., a cipher
process, running in parallel on the same processor as done in [26, 29, 35]. Fur-
thermore, some of the cache attacks can even be carried out remotely, i.e., over a
network [6].

The current cache attacks in the literature, excluding instruction cache attacks
which are fundamentally different than data cache attacks, are data-path attacks.
They exploit the data access patterns of a cipher. The memory accesses of S-box-
based ciphers like DES and AES are key dependent. Cache attacks analyze the cache
statistics, e.g., miss/hit rates, of the cipher execution and try to reveal these memory
access patterns. Cache statistics of an execution include the number of cache hits and
misses, the cache lines modified by the cipher, and such. An unprivileged malicious
party cannot directly obtain the cache statistics of a cipher,1 but it can observe the
side-channel leakage through execution time and/or power consumption to estimate
these values. For instance, the execution time of AES software implementations is
directly related to the total number of cache hits and misses occuring during an
encryption, cf. [41], and someone can measure AES encryption time to determine
these statistics.

Branch prediction analysis (BPA) is the second type of MA which was developed
in 2006. Several variants of BPA attacks were introduced in [4], all of which exploit
the side-channel leakage due to branch prediction units of microprocessors. The
most powerful variant of BPA is called simple branch prediction analysis (SBPA)
and it relies on the ability to run a spy process parallel to the cipher process under

1 In fact, current processors have special registers, called performance counters, inside the chip to
count and store such statistics. These registers are mainly used for performance monitoring pur-
poses and fortunately require special privileges to be read. The potential power of a malicious party
would be significantly higher without this requirement of high privilege. For further information
on performance counters and performance monitoring events, refer to [49].
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attack [3]. According to [3], a carefully written spy process running simultaneously
with an RSA process is able to collect during one single RSA signing execution
almost all of the secret key bits. The concept of SBPA is proved in [3] by applying an
attack on the exponentiation phase of a simple RSA implementation as a case study.
A spy process, which relies on the simultaneous multithreading (SMT) capability of
some microprocessors, is implemented to observe the execution of an RSA cipher
process. This concept was also verified by André Seznec, a well-known expert on
branch prediction [50].

The actual power of SBPA is not limited to this basic application on RSA expo-
nentiation. The SBPA has a potential to reveal the entire execution flow of a target
process on almost any execution environment, i.e., with or without SMT. This is a
very strong claim which has not been experimentally verified.

Following this interesting research field, two other MA are also introduced: ex-
ploiting instruction cache (I-cache analysis) and shared functional units (SFU anal-
ysis). Similar to BPA, I-cache and SFU analysis rely on spy routines and they reveal
the execution flow of cryptosystems. In I-cache analysis, an adversary runs a spy
process simultaneously or quasi-parallel with the cipher and detects the changes
occuring in the instruction cache.

The principles of SFU analysis are different than the previous MA types. The
previous types, i.e., cache, branch prediction, and instruction cache analysis, try to
observe the changes in the persistent state of the mentioned microprocessor compo-
nents. The spy process-oriented MA attacks, except SFU analysis, rely on the fact
that the execution of cryptosystems leaves persistent changes in the state of shared
resources like cache and branch target buffer. In other words, the cipher execution
leaves “footprints” on the observable state, i.e., the so-called metadata of these re-
sources and an unprivileged spy process can keep track of these footprints if it runs
on the same processor in parallel with the cipher. An adversary can reveal the exe-
cution flow and/or the memory access patterns of cryptosystems by spying on these
states and especially by detecting the changes of these states as a function of time.
On the other hand, SFU analysis does not take advantage of persistent states. It fol-
lows a quite different approach and tries to detect when a certain functional unit is
occupied by the cipher.

We will explain the details of each of these MA types in the following sections.

18.3 Cache Analysis

18.3.1 Basics of Cache

We can only give a brief explanation of cache in this section. We recommend the
readers to explore more on cache architectures in order to grasp the details of cache
attacks. For further information on cache, please refer to [17, 18, 30].

A high-frequency processor needs to retrieve the data at a very high speed in
order to utilize its functional resources. The latency of a main memory is not
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short enough to match this demand of high-speed data delivery. The gap between
the latency of main memories and the actual demand of processors has been and
will be continuously increasing as Moore’s law holds. Common to all proces-
sors, the attempt to close this gap is the employment of a special buffer called
cache.

A cache is a small and fast storage area used by a CPU to reduce the average
memory access time. It acts as a buffer between the main memory and the processor
core and provides the processor fast and easy access to the most frequently used
data (including instructions) without frequent external bus accesses.

Cache stores the copies of the most frequently used data. When the processor
needs to read a location in main memory, it first checks to see if the data are already
in the cache. If the data are already in the cache (called a cache hit), the processor
immediately uses this data instead of accessing the main memory, which has a sig-
nificantly longer latency than a cache. Otherwise (a cache miss), the data are read
from the memory and a copy of it is stored in the cache. This copy is expected to be
used in the near future due to the temporal locality property.

A cache is partitioned into a number of non-overlapping fixed size blocks, called
cache blocks or cache lines. The minimum amount of data that can be read from the
main memory into a cache at once is called cache line or cache block size, i.e., each
cache miss causes a cache block to be retrieved from a higher level memory. The
reason why a block of data is transferred from the main memory to the cache instead
of transferring only the data that are currently needed lies in spatial locality property.
Since a cache is limited in size, storing new data in a cache mandates eviction of
some of the previously stored data.

The method of deciding where to store and search for a data in a cache is called
cache mapping strategy. Three main cache mapping strategies are direct, fully asso-
ciative, and set associative mapping.

A particular data block can only be stored in a single certain location in a di-
rect mapped cache. The exact location is determined using the address of the data
block. On the contrary, a data block can be placed in potentially any location in a
fully associative cache. The location of a particular placement is determined by the
replacement policy. Set associative mapping is a combination of these two mapping
strategies. Set associative caches are divided into a number of same size sets, called
cache sets, and each set contains the same fixed number of cache lines. A data block
can be stored only in a certain cache set based on the address of the data block (just
like in a direct mapped cache); however, it can be placed in any location inside this
set (like in a fully associative cache). Again, the particular location of a data inside
its cache set is determined by the replacement policy.

The replacement policy is the method of deciding which data block to evict from
the cache in order to place the new one in. The ultimate goal is to choose the data that
are most unlikely to be used in the near future. There are several cache replacement
policies proposed in the literature (cf. [18, 34]). In this document, we focus on a
specific one: least recently used (LRU). It is the most commonly used policy and it
picks the data that are least recently used among all of the candidate data blocks that
can be evicted from the cache.
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18.3.2 Overview of Cache Attacks

Cryptosystems have data-dependent memory access patterns. For example, S-box-
based block ciphers like DES and AES employ table lookups and the indices of these
lookups are functions of the plaintext and the secret key. Cache architectures leak
information about the cache hit/miss statistics of ciphers through side-channels, e.g.,
execution time and power consumption. Therefore, it is possible to exploit cache
behavior of a cipher to obtain information about its memory access patterns, i.e.,
indices of S-box and table lookups.

Cache attacks rely on cache hits and misses occur during the encryption/
decryption process of a cryptosystem. Even if a cipher implementation has a fixed
execution flow, i.e., if the same instructions are executed for any particular (plain-
text, cipherkey) pair, the cache behavior during the execution causes variations in
the program execution time. Cache attacks exploit such variations and narrow the
exhaustive search space of secret keys.

Theoretical cache attacks were first described by Page in [31]. He characterized
two types of cache attacks: trace driven and time driven. We have recently seen
another type of cache attacks that can be named as “access-driven” attacks.

In trace-driven cache attacks, the adversary obtains the traces of cache activity for
a sample of encryptions. We define a trace as a sequence of cache hits and misses.
For example,

MHHMHMHM,MMHMHHMH,MMMMHHHH

are examples of a trace of length 8. Here H and M represent a cache hit and miss,
respectively. The first memory access in the first example results in a miss, sec-
ond one in a hit, and so on. If an adversary captures such traces, he can determine
whether a particular access during an encryption is a hit or miss. Therefore, the
adversary has the ability to observe (e.g.) if the second access to a lookup table
yields a hit and can infer information about the lookup indices, which are key depen-
dent. This ability gives an adversary the opportunity to make inferences about the
secret key.

Time-driven attacks, on the other hand, are less restrictive and they do not rely
on the ability of capturing the outcomes of individual memory accesses. Adversary
observes the aggregate profile, i.e., total number of cache hits and misses or at least
a value that can be used to approximate these numbers. For example, he measures
the total execution time of a cipher and uses this measurement to approximate the
number of cache misses occurring during the encryption. Note that each cache miss
introduces a delay to the overall execution time and thus the total encryption time
is proportional to the number of cache misses. Time-driven attacks are based on
statistical inferences and therefore require much higher number of samples than
trace-driven attacks.

While trace-driven and time-driven attacks analyze the outcomes of memory ac-
cesses, access-driven attacks follow a different approach. The adversary determines
the cache sets that the cipher process modifies. Therefore, he can understand which
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elements of the lookup tables or S-boxes are accessed by the cipher. Then, the can-
didate keys that cause an access to unaccessed parts of the tables can be eliminated.

In the following sections, we explain each of these cache attack types in more
detail. We describe simplified attack models for each type and try to enrich the
understanding of the reader by showing concrete attack examples from the litera-
ture along with these models. We can only focus on a small fraction of the pre-
vious studies on this subject in this chapter to keep the length in a reasonable
range. Therefore, we first want to give a short survey on cache analysis and briefly
cover the entire prior art before delving into the details of our set of concrete attack
examples.

18.3.3 A Brief Survey on Cache Analysis

Although [20, 22, 23] pointed the cache vulnerability of computer systems a long
time ago, actual realistic cache attacks had not been developed until recent years.
D. Page described and simulated a theoretical cache attack on DES [31] in 2002.
Actual cache-based timing attacks were first implemented by Tsunoo et al. [43, 44].
They developed several cache attacks on various ciphers, including MISTY1, DES,
and Triple-DES [43]. Their original attack on MISTY1 was improved later in [45].

Bernstein showed the vulnerability of AES software implementations on various
platforms [10]. There was a common belief that Bernstein’s attack could be used as
a real remote attack; however, later studies proved it wrong [27].

Osvik et al. described various local cache attack variants first in [28] in 2005,
then they presented their results at CT-RSA in early 2006 [29]. They made use of a
local process, called spy process, to monitor the cache activities of an AES process.
They exploited the collisions between the table lookups in the first two rounds of
AES and the memory access operations of the spy process. Neve et al. improved
these attacks in [29] by taking the last AES round into consideration [26].

The same idea of exploiting collisions between two different processes was also
used by Percival in [35] and Bertoni et al. in [11]. Percival exploited simultaneous
multithreading feature of the modern processors and developed a cache attack on
RSA [35]. Bertoni et al. developed a cache-based power attack on AES using the
idea of exploiting external collisions.

Similar to external collisions between different processes, one can also exploit
internal collisions inside a cipher. The attacks of Tsunoo et al. are based on this
principle [43, 44]. Trace-driven attacks also rely on internal collisions [5, 24]. A
summary of possible cache collision attacks on AES is given in [12].

None of these efforts was successful to achieve the goal of developing a generic
and universally applicable cache attack that can also compromise remote systems.
A remote cache attack and ideas to develop a universal remote cache attack on AES
are given in [6].

Several hardware- and software-based countermeasures were proposed to prevent
cache attacks in [10, 13, 29, 32, 33].
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18.3.4 Time-Driven and Trace-Driven Attacks

Let Pi and Ki be the ith byte of the plaintext and cipherkey, respectively. In this chap-
ter, each byte is considered to be either an 8-digit radix-2 number, i.e., ∈ {0,1}8, that
can be added in GF(28) using a bitwise exclusive OR operation or an integer in [0,
255] that can be used as an index.

Assume that we have a cryptosystem, which operates on a lookup table, and each
element of this table is as large as the size of a cache line. There are two accesses to
the same lookup table as in Figure 18.1. The indices of these accesses are a function
of different bytes of the plaintext and the cipherkey. An adversary removes all of
the cipher data from the cache by (e.g.) reading or writing a large piece of data.
Therefore, prior to an encryption the cache does not contain any data that belongs
to this cryptosystem.

Then the adversary triggers encryption with arbitrary plaintext. Whenever the
two indices become equal for a plaintext, the second access will find the target data
in the cache and result in a cache hit. In other words, whenever the equation

(P1 ⊕K1 = P2 ⊕K2)

holds for a plaintext, or in a different interpretation, the equation

(P1 ⊕P2 = K1 ⊕K2)

holds, then we will have a cache hit in the second during the encryption of this
plaintext. Note that we assume a clean cache prior to the encryption, i.e., the cache
does not contain any data belonging to this cipher. Similarly, whenever there is a
cache hit in the second table lookup, these equations will also hold. Therefore, the
key byte difference K1 ⊕K2 can be derived from the values of plaintext bytes P1 and
P2 if this plaintext causes such a cache hit.

In trace-driven attacks, we assume that the adversary can directly understand if
the latter access results a hit, thus he can directly obtain K1 ⊕K2.

This goal is more complicated in time-driven attacks. These attacks rely on the
following facts:

• The execution time of a cipher is directly related to the number of cache misses
occurring during the execution. In other words, the overall execution time of an
encryption can be used to approximate the number of cache misses that occur
during the encryption.

Fig. 18.1 Two different accesses to the same table.
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• The average number of cache misses in encryptions of a sample of plaintext that
results in a biased cache miss is different than the case of a random sample.
For example, a large sample of plaintext, each of which results in a cache miss
during the second table lookup, causes a different number of cache misses in
average during the execution of a cipher compared to a random sample that does
not result in such a biased cache miss.

The expected number of cache misses during an encryption with a plaintext that
obeys the equation (P1 ⊕P2 = K1 ⊕K2) is less than the expected number of cache
misses when the plaintext does not obey this equation. We need to use a large sam-
ple to realize an accurate statistics of the execution. In our case, if we collect a
sample of different plaintext with the corresponding execution time, the plaintext
byte difference, P1 ⊕P2, that causes least number of cache misses in average (i.e.,
the shortest average execution time) gives the correct key byte difference.

When we consider this fact, a simple attack method becomes the following:

Phase 1: Obtain a sample of (plaintext, encryption time) pairs generated under the
same target key.

Phase 2: Split this initial set into 128 subsets based on the plaintext values. In order
to do this, first create a subset for each possible value of P1 ⊕P2. Note that there
are 128 possibilities because P1 and P2 are bytes and therefore the length of P1 ⊕
P2 is 8 bits. Then scan each plaintext in the initial sample and put it in the subset
that corresponds to P1 ⊕P2 value of this plaintext.

Phase 3: Calculate the average encryption time of the entities in each subset. If the
initial sample obtained in Phase 1 is large enough, all of these average values,
except one subset, will be close to each other. The only exception is the subset
that corresponds to the P1 ⊕P2 value that is equal to K1 ⊕K2. Therefore, the key
byte difference can be recovered.

In this basic example attack, we assume that each element of the lookup table is
as large as the size of a cache line. However, the elements of the lookup tables in
real implementations are usually smaller than the cache line size. Therefore, each
cache line stores more than one element of the table. Any cache miss results in the
transfer of an entire cache line, not only a single element, from the main memory.
This indicates the fact that there will be a cache hit even when P1 ⊕K1 is not equal
to P2 ⊕K2. If a cache line stores more than one element of a table, those will be
consecutive elements of the table because of the current cache architectures. Hence,
we can still recover the most significant bits of K1 ⊕K2 in a real attack by following
our basic attack model. This concept will be more clear when we cover our first
concrete cache attack in the next section.

18.3.5 Exploiting Internal Collisions in Time-Driven Attacks

We cover some example cache attacks on AES-128 in this section. Our first example
is very similar to the basic attack given above.
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The most widely used AES software implementation employs five different
lookup tables. There are 10 rounds of computations in AES-128 and 16 table
lookups in each round. The indices of the first round table lookups are in the form
Pi ⊕Ki for i ∈ {0,1, ...,15}. The indices to the first AES table in the first round are
P0 ⊕K0, P4 ⊕K4, P8 ⊕K8, and P12 ⊕K12.

We can directly apply the idea given in the previous section to these indices. If we
use the simple attack method on the first two indices P0⊕K0 and P4⊕K4 by splitting
our initial sample set into the subsets based on the value P0⊕P4, the distinct average
encryption time values will indicate the value of K0 ⊕K4.

Figure 18.2 shows the average execution time for each subset that was formed
during the search of K0 ⊕K4 in a real attack using the indices P0⊕K0 and P4⊕K4. It
can clearly be seen in this figure that there are several distinct points as opposed to
a single point for the correct K0 ⊕K4 value. The reason, as explained above, is that
the elements of the lookup tables in real implementations are usually smaller than
the actual cache line size and thus each cache line stores more than one element of

Fig. 18.2 The first graph shows the results of the search for 〈K0 ⊕K8〉msp using the indices (P0 ⊕
K0) and (P8 ⊕K8) in an experimental attack. The second graph shows the same search when the
number of table elements in a single cache line is known to be 16.
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the table. Therefore, there is a cache hit during the latter table lookup whenever the
most significant parts of P0 ⊕K0 and P4 ⊕K4 become equal for a plaintext. So, we
can only find the difference of the most significant part of the key bytes using the
equation

〈P0〉⊕ 〈P4〉 = 〈K0〉⊕ 〈K4〉

where 〈A〉 stands for the most significant part of A. The size of the most significant
parts, i.e., the number of bits that can be recovered by exploiting these two indices,
depends on how many table elements a cache line holds.

The dashed ellipse in the top graph of this figure obviously contains more than 8
and less than 32 points, so an attacker can conclude that there are 16 table elements
in a cache line, which also means that the most significant parts of the key byte
differences are 4 bits long. Using less sets during a search on key byte differences
gives more clear identification of the correct value, because each set contains more
elements in this case. An increase in the size of a sample gives a better estimation
of the expected execution time for this sample because the variance of the average
encryption time decreases proportional to the size of the sample. The bottom graph
shows the average execution time of each 16 sets that can be formed for the same
search.

Applying the same idea on different indices of the first round, we can find the
key byte differences 〈Ki ⊕K4∗ j+i〉 with i, j ∈ {0,1,2,3}. This attack is called first
round attack. On current widely used processors the search space can typically be
reduced to 56, 68, or 80 bits for 128-bit keys. If we also consider the indices of the
second round table lookups, called second round attack or two-round attack, we can
reduce the search space to 32 bits. The equations used in second round attack are
more complicated than first round attack; therefore, we do not cover them in detail
in this chapter. Further details can be found in [6].

These attack principles can be used to develop a remote cache attack, i.e., a cache
attack that does not require local access to the target machine and can compromise
the systems over a network just by sending messages to the systems and measuring
the response time. They also showed how one can devise and apply such remote
cache attacks on other cryptosystems. Their experiments indicate that cache attacks
can be used to extract secret keys of remote systems if the system under attack
runs on a server with a multitasking or multithreading system and a large enough
workload. Although a large number of measurements are required to successfully
perform a remote cache attack, it is feasible in principle.

18.3.6 Access-Driven Attacks

In a computer system, we have a main memory, which stores the data of each process
running on the system, and a cache between the memory and the CPU as shown in
Figure 18.3. We represent each cache block with a square in this figure and each
column corresponds to a different cache set. For example, the cache in this figure
has two blocks in each column, so it is two-way set associative. Assume that the data
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Fig. 18.3 Main memory and cache structure in a CPU.

blocks in a column of the memory map only to the corresponding cache set in the
same column of the cache. Mapping a memory block to a cache set means that this
particular cache block can only be stored in that set of the cache. As an example,
the garbage data and data structure 1 can only be in the dark area of the cache in
Figure 18.3. In fact, the mapping between memory locations and cache blocks in real
computer systems are different and more complicated than our basic assumption.
However, for the sake of simplicity and clarity, we follow this assumption in this
chapter.

Also assume the following. There are two different processes, the cryptosystem
and a malicious process, called Spy process, running on the same machine. Cryp-
tosystem process operates on several different data structures. The actual value of
the secret key affects which of these data structures (e.g., which parts of a table
lookup) are accessed during an encryption and when (e.g., in which round) they are
accessed.

An adversary can easily understand if the cipher has at least one access to, for
example, data structure 1 during a particular encryption. This is due to the situation
that accesses to garbage data and data structure 1 create external collisions. We
define a collision in this context as the situation that occurs when an attempt is
made to store two or more different data items at a location that can hold only one
of them. We use the term “external collision” if these data items belong to different
processes. On the other hand, if the data items belong to the same process, we call
it as “internal collision”.

In our case here, the cache does not have enough number of sets to store the
garbage data and data structure 1 at the same time. Since the cache is only two-
way associative and the garbage data completely fills the dark area in, an access
to garbage data results in replacing any previously stored data in the dark area.
Similarly, an access to any data that maps to the same cache location also replaces
some or all of the garbage data if it resides in the cache prior to this access. There-
fore, an access to the garbage data may evict data structure 1 from the cache and
vice versa. This fact enables an adversary to devise an attack on the cryptosystem
process.

A basic attack works as the following. An adversary reads the garbage data which
would force the CPU to load the content of it into the cache (Figure 18.4a). Then
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Fig. 18.4 Steps of a basic attack.

the adversary triggers an encryption and the cryptosystem is run under this initial
cache state. There are two possible cases that may happen during the encryption:

Case 1: Cipher accesses data structure 1.
Case 2: Cipher does not access data structure 1.

When the first case happens, the access to data structure 1 changes the content of the
first four cache sets as shown in the figure. Otherwise, these sets remain unchanged.
In Case 1 (Case 2, resp.) the final state of the first four cache sets just after the
encryption becomes like Figure 18.4b (Figure 18.4c, resp.). When the adversary
reads the garbage data again after the encryption, he can understand which case
was true, because reading the garbage data creates some cache misses and thus
takes longer in Case 1. Similarly, at least in theory, the adversary can use the same
technique for other data structures and reveal the entire set of items that are accessed
during an encryption. Since this set depends on the secret key value, he can gain
invaluable information to narrow the exhaustive search space.

This model describes an active attack where the adversary must be able to control
the contents of the cache. The cache attacks that rely on this basic model correspond
to access-driven types. Percival’s attack on RSA [35] (cf. Section 18.3.7), Osvik
et al. and Neve et al.’s attacks on AES [26, 28, 29] (cf. Section 18.3.6.1), and the
power attack by Bertoni et al. [11] use this attack model. In fact, branch prediction
analysis (cf. Section 18.4) and instruction cache analysis (cf. Section 18.5) are also
based on similar approaches.

18.3.6.1 Osvik–Shamir–Tromer (OST) Attacks

Our first example of access-driven cache attack was developed by Osvik, Shamir,
and Tromer. They described and simulated several different methods on AES to per-
form local cache attacks. We cover only their most powerful attack in this chapter.
The principle of their attack is very similar to the above basic model. They apply
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the same idea on AES to determine which parts of AES tables are accessed during
an AES operation.

In their attack, the adversary runs a spy process, which reads a local array to load
it into the cache. After the spy process sets the state of the cache to a known state by
forcing the CPU to replace the cache entries with the data of this array, the adversary
triggers an AES encryption with a known plaintext. Immediately after the execution
of AES, the spy process takes over the CPU and starts reading the same array again.
However, this time it also measures the time it takes to read the blocks of this array.
That way, as explained above, the adversary can determine which parts of the array
got evicted from the cache. The parts of this local array that are not evicted by AES
process directly give out which blocks of AES tables were not accessed during the
encryption.

Let us consider the index P0⊕K0 as an example. This attack is a known plaintext
attack and we know the values of P0 but trying to find K0. When we apply this
attack, we determine the elements of AES tables that are not accessed during the
encryption of this plaintext, i.e., the values that P0 ⊕K0 cannot be equal to. We
can then eliminate the values of K0 that would cause an access to these unaccessed
elements for this particular value of P0. If we can gather enough data from several
encryptions, we end up with the correct value of 〈K0〉. Remember that we cannot
reveal the least significant part of K0 for the reason explained in the previous section.
In general, if we consider the first round indices, we can reveal 〈Ki〉 for 0≤ i≤ 15. If
we extend our focus on the second round indices, then we can recover the entire key.

Osvik et al. described several variations of access-driven cache attacks on AES.
They also suggested relying on hardware-assisted SMT feature to detect the changes
of the cache states on-the-fly during the encryption. However, their attack idea does
not require SMT feature and can principally work on any multitasking environment.

Figure 18.5 shows real experimental results of an access-driven variant taken
from [29]. In this experiment, Osvik et al. observed the cache activity of several
encryptions with random but known plaintext values. They ran the spy process and
collected “measurement scores” for each possible value of 〈Ki〉 as the following.
They collected samples of the form (P, y, m) consisting of arbitrary table indices
y, random plaintexts P, and measurement scores m. The measurement scores are
the time delays when the spy reads the blocks of its local array that map to the

Fig. 18.5 Average measurement scores of first round OST attack for 30,000 (left) and 800 (right)
triggered encryptions under the same key. The x-axis shows P5⊕y (left) and 〈P5⊕y〉 and the y-axis
shows the average measurement scores in units of clock cycles. The actual value of 〈K5〉 can easily
be determined as 0×5.
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same cache set as the block of the AES table that contains table element with the
index y. If we consider a key byte 〈Ki〉, whenever 〈y〉 becomes equal to 〈Pi ⊕Ki〉
for a particular P, the measurement score m will be higher for this (P, y) pair. If
we collect measurement scores (P, y, m) for a sample of known plaintext, split
these scores into different subsets based on 〈Pi ⊕ y〉 values and calculate the av-
erage m values in each of these subsets, then the subsets that correspond to the
correct 〈Ki〉 value will have higher average measurement scores compared to the
other subsets. This is exactly what Osvik et al. did to generate the results shown in
Figure 18.5.

18.3.7 Percival’s Hyper-Threading Attack on RSA

Percival developed a cache attack on RSA, which relies on hardware-assisted SMT
capability [35]. Our attack model described in Section 18.3.6 can work on almost
any system. But, such access-driven attacks become much more powerful on simul-
taneous multithreading environments, because the adversary can run the spy process
simultaneously with the cipher. Running these processes simultaneously allows an
attacker to obtain not only the set of data structures accessed by the cipher but also
the approximate time that each access occurs.

In Percival’s attack, the adversary again runs a spy process but this time it is
run simultaneously with the server on an SMT processor. Spy process has a local
array just like the previous attack and continuously reads each block of this local
array in the same order. Note that each of these blocks correspond to a different
cache line. The spy process reads the blocks that map to the same cache set together
and measures the overall read time for each of these sets. In other words, the spy
process observes each cache set (via reading the local array in a structured manner)
in a certain order to determine whether the RSA process modifies this cache set. If
reading a cache set takes longer, the attacker can conclude that this set was accessed
during the time interval between the last read of the set by the spy process and the
current read.

The experimental results of Percival’s attack are given in Figure 18.6. The color
of each little square in this figure indicates the time it takes the spy to read the
corresponding cache set, denoted as cache congruency class. These colors can be
considered as the measurement scores for each cache set. All of the squares in a
particular column map to the same cache set. The vertical axis shows the time of the
observation.

In general, such an attack can reveal the “footprints” of a victim process. Per-
cival applied this idea on RSA and was able to identify the order of squaring and
multiplication operations in OpenSSL’s RSA implementation. Percival’s attack on
OpenSSL’s sliding windows exponentiation (with a window size of 5 bits) could
reveal an average 200 bits of information about each of the two 512-bit secret
exponents.
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Fig. 18.6 Graphical representation of a small portion of the spy measurements in Percival’s attack
on RSA.

18.4 Branch Prediction Analysis

Branch prediction analysis (BPA) is the second microarchitectural analysis type we
cover in this chapter. Several methods to exploit the branch prediction mechanism
are developed [3, 4]; branch prediction mechanism is nowadays a part of all general
purpose processors. We call all of these attacks branch prediction analysis. The most
powerful variant of BPA is called simple branch prediction analysis (SBPA) and it
is our subject in this section. Please refer to [4] for other variants of BPA.

18.4.1 The Concept of Branch Prediction

Deep microprocessor pipelines coupled with the ability to fetch and issue multiple
instructions at every machine cycle led to the development of superscalar proces-
sors. Superscalar processors target a theoretical or best-case throughput of less than
one machine cycle per completed instructions, cf. [39]. However, the actual through-
puts of superscalar processors are limited by the available instruction-level paral-
lelism (ILP) in the executed code. When branch instructions were recognized as one
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of the most crucial performance killers of superscalar processors, microprocessor
architects quickly invented the concept of branch predictors in order to circumvent
those performance bottlenecks. There has been very significant amounts of research
on more and more sophisticated branch prediction mechanisms, cf. [34, 38, 39].
However, it turns out that the branch mechanisms can be exploited to attack the
integrity of the processes running on the processor.

Superscalar processors rely on branch prediction mechanisms to execute instruc-
tions speculatively to overcome control hazards, cf. [34, 39]. Therefore, the actual
performance of microprocessors is greatly affected by the efficiency of speculation,
which makes it one of the key issues in modern superscalar processor design.

A branch instruction is a point in the instruction stream of a program where
the next instruction is not necessarily the next sequential one. There are two types
of branch instructions: unconditional branches (e.g., jump instructions, goto state-
ments) and conditional branches (e.g., if-then-else clauses, for and while loops). For
conditional branches, the decision to take or not to take the branch depends on some
condition that must be evaluated in order to determine the correct execution path.
During this evaluation period, the processors speculatively execute instructions from
one of the possible execution paths instead of stalling and awaiting for the decision
to come through.

The key to achieve higher processor performance is the ability to predict the cor-
rect execution path as accurately as possible. The ultimate goal of branch prediction
mechanisms is therefore to predict the most likely execution path in such a case.
The accuracy of branch prediction mechanisms greatly affects the overall perfor-
mance. Thus, it is very beneficial if the branch prediction algorithm tries to predict
the most likely execution path in a branch. If the prediction is true, the execution
continues without any delays. However, if the speculatively executed instruction
flow turns out to be wrong, which is called a misprediction, the instructions on the
pipeline that were speculatively issued have to be dumped and the execution has to
start over from the mispredicted instruction path, thus suffers from a misprediction
delay. Measurable timing differences between a correct and incorrect prediction are
exactly what the BPA/SPBA attacks capitalize on.

A microprocessor needs the following information to speculatively execute the
instructions after a conditional branch:

• The outcome of the branch prediction. It has to determine the outcome of a con-
ditional branch, i.e., whether it needs to be taken or not taken, in order to execute
the correct instruction sequence. This outcome depends on the evaluation of the
condition and it is not immediately available when a conditional branch is issued.
The processor must execute the branch and check the outcome of the condition,
which is evaluated in later stages of the pipeline. Instead of waiting the actual
outcome of the branch to come through, the processor starts executing a possi-
ble instruction sequence, which is predicted as the correct sequence by the branch
prediction unit (BPU). This prediction is usually based on the history of the same
branch as well as the history of other branches executed just before the current
branch, cf. [39].
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• The target address of the branch. If the BPU predicts a conditional branch to be
taken, the instructions in the target address have to be fetched and issued. In this
case, the processor needs the address of the predicted instruction sequence, i.e.,
the target address, in order to fetch and issue these instructions. Similar to the
outcome of the branch, the target address may not be immediately available too.
Therefore, the CPU tries to keep records of the target addresses of previously
executed branches in a buffer, the so-called branch target buffer (BTB).

Overall common to all branch prediction units (BPU) is the following Fig-
ure 18.7. As shown, the BPU consists of mainly two “logical” parts, the BTB and
the predictor. The predictor is that part of the BPU that makes the prediction on the
outcome of the branch under question. The BTB is the buffer where the CPU stores
the target addresses of the previously executed branches. Since this buffer is limited
in size, the CPU can store only a number of such target addresses, and previously
stored addresses may be evicted from the buffer if a new address needs to be stored
instead. If the processor cannot find a target address in BTB (called a BTB miss), the
execution suffers from a BTB miss delay similar to a branch misprediction. Further
details of branch prediction can be found in [34, 38, 39].

18.4.2 Simple Branch Prediction Analysis

Several methods to exploit the branch prediction mechanisms are developed [4].
One of these methods presented relies on the fact that processors keep the target
addresses of recently executed conditional branches in BTB. This attack, which was
initially named as “trace-driven BTB attack”, was significantly improved in [3] and
renamed as simple branch prediction analysis (SBPA).

Fig. 18.7 Branch prediction unit architecture.
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SBPA is also a spy-oriented attack similar to the cache eviction attacks presented
above. However, there is a fundamental difference between SBPA attacks and pure
data cache eviction attacks. Attacking the BTB is targeting the instruction flow,
which is more complicated than the data flow within the memory hierarchy, i.e.,
between the L1 data cache and the main memory.

The SBPA attack is applied on RSA by running a spy process simultaneously
with RSA on a multithreaded processor. It could reveal the execution flow of the
RSA process by observing the BTB state transitions during a single RSA operation.
Although the attack is carried out on an SMT system, it is argued that this attack can
be used on almost any processor [7].

SBPA takes advantage of the fact that both processes share the BTB. The spy pro-
cess continuously executes a certain fixed sequence of a sufficiently higher number
of branches to guarantee the eviction of a target branch executed by the crypto-
graphic process. In [3], the conditional branch of RSA, which determines the square
and multiply sequence of the exponentiation, was targeted. When the next time the
cryptographic process executes the target conditional branch, the address of this
branch cannot be found in BTB. If the cipher takes this branch, the processor must
rewrite the target address back to BTB, which causes the footprint of this branch to
be left in BTB. Since the spy process continuously executes several branches, it will
detect this change shortly after it happens. This way, the spy process can observe
the traces of the target branch in terms of “taken” and “not taken”.

We have to mention that the branches executed by the spy maps to the same BTB
area with the target branch. In other words, the spy process intentionally creates con-
flicts (thus a race condition) between its branches and the target branch. Therefore,
whenever the target branch turns out to be taken, the target address of this branch
needs to be stored in BTB by evicting one of the spy branches from the BTB. When
the spy process re-executes its branches, it will encounter a misprediction on the
branch that has just been evicted. This misprediction will also trigger further mis-
predictions because the entry of the evicted spy branch needs to be re-stored and an-
other not-yet-re-executed spy branch entry has to be evicted, which will also cause
other mispredictions. Overall, the execution time of this spy step suffers from many
misprediction delays resulting in a high timing gap between taken and not-taken
situations of the target branch.

Reference [3] demonstrated the first SBPA attack on the S&M algorithm im-
plemented in OpenSSL-0.9.7. They showed that measurements taken from a single
run of the S&M exponentiation is sufficient to extract almost all of the RSA secret
exponent bits. Figure 18.8 shows their experimental results. The y-axis shows the
measurements of the spy in terms of the clock cycles and x-axis shows the order
of these measurements, which also indicates the order of the RSA operations. As
you can see, the spy measurements become clearly different when RSA executes a
multiplication compared to the case of a square operation. Since the order of the spy
measurements is also known, we can easily extract the operation sequence of RSA
and construct the secret exponent from these measurement results.

Attacking the S&M algorithm was only a case study to show the potential of
SBPA. The actual potential of SBPA is much broader as stated in [3, 7]. In general,
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Fig. 18.8 Experimental results of SBPA on S&M exponentiation, yielding 508 out of 512 secret
key bits.

SBPA can reveal the execution flow of a process and thus endangers any system
if their execution flow depends on sensitive information. Several potential applica-
tion areas of SBPA are given in [3]. Reference [7] identifies a novel side-channel
attack on binary extended euclidean algorithm, which is enabled by the SBPA
methodology.

18.5 I-cache Analysis

Instruction cache was identified as another microarchitectural analysis source [2].
This new technique, called instruction cache analysis or shortly I-cache analysis, is
also spy oriented and tries to reveal the execution flow of a process just like branch
prediction attacks.

Many processors use different caches for data and code segments of a process.
Instruction cache (I-cache) stores recently executed instructions from the code seg-
ment and when a process starts executing a code block that is not currently stored
in the cache, i.e., in case of a cache miss, the processor loads these instructions
from main memory into the cache. Since a cache is limited in size, several differ-
ent code blocks share the same cache sets/lines. In case of a cache conflict between
different code blocks, they evict each other from the instruction cache when their
executions are interleaved. As you can see, the functionality of instruction cache is
very similar to data cache and also shared between different processes. Since we
already explained above some details of cache architectures and the general func-
tionality, which is very similar in both data and instruction cache, we do not cover
these concepts again in this section.

In [2], the consequences of cache conflicts are exploited by creating intentional
conflicts between the instructions of an RSA process and a spy code and forcing the
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processor to evict the RSA instructions out of I-cache. The attack scenario given in
[2] is the following.

A spy process runs simultaneously with the cipher process and tries to determine
which instructions are executed by the cipher. It spies on the cipher execution by ob-
serving the I-cache state transitions. Assume that the spy process tries to understand
when the cipher “touches” a certain I-cache set during the execution of a part of
cipher code. The spy process continuously executes a set of “dummy” instructions
that map to this particular cache set. These dummy instructions are not intended
to perform any useful calculations other than filling some I-cache space, i.e., the
“spied-on” cache set. These dummy instructions fill completely and precisely this
I-cache set, no more, no less. Therefore, the processor has to store them into the
spied-on cache set, which inevitably causes the eviction of the previous entries in
that I-cache location and sets it to a known predetermined state. When the cipher
executes some instructions that map to this particular I-cache location, the predeter-
mined state set by the spy process must change. The spy process can determine this
change via the timing difference when it re-executes its dummy instructions.

Reference [2] applied this basic principle to OpenSSL’s RSA implementation.
Due to some performance improvement reasons, OpenSSL first calls either multi-
plication or square functions from its multiprecision library during a Montgomery
operation and then calls Montgomery reduction function to reduce the result to
the modulus. This technique causes key-dependent sequence of multiplication and
square function calls during sliding window exponentiation, which is the default
exponentiation algorithm used in OpenSSL. In the experiments of [2], the spy con-
tinuously executed dummy instructions to evict the instructions of the multiplica-
tion function and measured the execution time of its own dummy instructions as
described above. Note that, in this practical attack, the spy does not observe a single
I-cache set but a number of sets that can hold the instructions of the multiplica-
tion function.

Figure 18.9 shows the results of this experiment. Again the y-axis shows the
measurements of the spy in terms of the clock cycles and x-axis shows the order of

Fig. 18.9 Experimental results of I-cache analysis given in [2].
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these measurements, which also indicates the order of the RSA operations. These
timing measurements were taken during a single RSA operation under a random
1024-bit key. As you can see in this figure, the operation sequence of RSA could be
successfully observed via I-cache analysis.

18.6 Exploiting Shared Functional Units

All of the microarchitectural analysis types we have covered above rely on the fact
that there are some buffers (e.g., data cache, instruction cache, BTB) shared between
different processes running on the same processor. The state of these buffers and the
transitions between these states are affected by the execution of any of these pro-
cesses and also affect the execution of other processes. These attacks can be applied
on any platform with or without SMT capability as explained in [26]. However, [1]
presents a novel attack which is very unique to certain SMT architectures and it
seems that it cannot be carried out on CPU architectures without SMT hardware as-
sistance. In this sense, this attack is unique because it does not rest upon a shared re-
source with the persistent state property between context/process switches. Instead,
it is based upon the fact that some SMT technologies share complex functional units
between the hardware-supported threads, i.e., between logical processors within a
physical SMT processor, in order to keep the SMT area over head cheap.

Reference [1] presents an attack on OpenSSL which exploits the fact that the inte-
ger multiplier in Pentium 4 architecture is shared between the two threads executing
on the same SMT-enabled processor. Since a multiplier does not preserve any per-
sistent state, this attack methodology is quite different than other microarchitectural
types. The principle idea of this attack is the following. A spy process continuously
executes a number of dummy multiplication instructions and measures their execu-
tion time. Whenever the other process (RSA process in this case) performs some
multiplications by executing its own multiplication instructions, the time measured
by the spy will be longer. This is because the spy and the cipher instructions race
to occupy the shared multiplier. When the multiplier executes a multiplication in-
struction from the cipher process, the spy multiplication instructions have to wait
their turn until the multiplier finishes its current task, which eventually cause longer
execution time for the spy instructions and can easily be detected by the spy.

Reference [1] also exploited the key-dependent RSA implementation of
OpenSSL. As we already explained above, OpenSSL implementation has key-
dependent sequence of multiplication and square function calls during sliding win-
dow exponentiation. We need to mention another important aspect of OpenSSL’s
implementation. RSA operations make use of multiprecision multiplication routines
due to their long operand sizes. Usually the operands in RSA exponentiations are
512 bits or 1024 bits long, respectively, for 1024 and 2048 bit RSA keys. Note
that RSA implementations usually benefits from Chinese remainder theorem and
operates on half-sized operands compared to the size of entire public keys. Multi-
precision libraries represent large integers as a sequence of machine-sized words.
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OpenSSL implements two different multiplication algorithms: Karatsuba and
“normal” multiplication. OpenSSL uses Karatsuba multiplication to multiply two
numbers with an equal number of words (e.g., square operation). Karatsuba multi-
plication takes O(nlog2 3) time, where n is the number of words in the operands, cf.
[25]. When multiplying two numbers with an unequal number of words of size n and
m, OpenSSL executes normal multiplication, which runs in O(nm) time. Therefore,
a square operation takes less time than a multiplication in OpenSSL. This particular
way of implementing RSA causes the leakage of operation sequence because the
execution time variations depend on this sequence due to the difference between the
implementations of multiplication and square operations.

Shared functional unit attack uses this timing difference, which can be observed
by the spy process as described above, to distinguish between modular multiplica-
tions and squares. The operation sequence reveals the entire secret key in a binary
square and multiply exponentiation. In case of OpenSSL’s sliding window exponen-
tiation, a large number of key bits can be derived.

18.7 Comparing Microarchitectural Analysis Types

Data cache attacks try to reveal the data access patterns of cryptosystems. On the
other hand, branch prediction, I-cache, and shared function unit attacks expose the
execution flow of the ciphers. Implementations with fixed instruction flow, which
is usually the case for block ciphers, are intrinsically protected against these at-
tacks. However, public key cryptosystem implementations, e.g., those of RSA and
ECC, usually have key-dependent operation flow. It is possible to implement these
systems without key-dependent execution flow, but it comes with some degree of
performance loss. Due to such performance and optimization reasons, the develop-
ers usually choose to implement these systems in a way that cause execution flow
variations, which make BPA, I-cache, and SFU attacks a real threat to actual security
systems.

It is also possible to determine the execution flow of a cipher (e.g., RSA) by
analyzing the data access patterns as done in [35]. However, implementations can
avoid this threat by carefully handling the layout of data structures on the memory.
For example, OpenSSL changed the way it handles the RSA structures to avoid data
cache attacks. Even when the data structures are handled in a special way, BPA,
I-cache, and SFU analysis can compromise the implementations if the execution
flow remains key dependent. Similarly, data cache attacks can be applied on imple-
mentations with fixed execution flow if the data access patterns are key dependent.
Therefore, both data and instruction cache analysis must be considered during the
design and implementation of security critical systems.

The basic difference between I-cache and branch prediction analysis is the
following. Branch prediction analysis presented in [3, 4] specifically targets con-
ditional branches. A conditional branch controls the execution of different instruc-
tion paths. Thus, the outcome of a conditional branch, which can be observed via
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BPA, leaks the instruction path to an adversary. However, using conditional branch
is only one way to implement execution flow control. There are other techniques,
which may be protected against BPA, to conditionally alter the execution flow with-
out the use of conditional branches. In this sense, I-cache analysis is broader than
BPA because it reveals the execution flow regardless of how execution flow control
is implemented. For example, [8] proposes to use indirect jumps instead of condi-
tional branches as a countermeasure to BPA, but this mitigation is still vulnerable to
I-cache analysis.

The main difference between shared FU attack and the other MA types is the fact
that it does not exploit the footprints of cryptosystems that are left on the persistent
states of a buffer. Other MA types, data cache, I-cache, and BPA attacks rely on the
persistent states of some buffers shared between different processes running on the
same processor. These attacks can be applied on any platform with or without SMT
capability. On the other hand, shared FU attack is based upon the fact that some
SMT technologies share complex functional units between the hardware-supported
threads and thus it seems that it cannot be carried out on CPU architectures without
SMT hardware assistance.

18.8 Countermeasures for Microarchitectural Analysis

In this section we investigate possible countermeasures to prevent MA threats. We
cover mainly software-based countermeasures and very briefly mention possible
hardware-based countermeasures. The reason why we do not cover hardware-based
approaches in greater length is because there had not been any real attempt, un-
fortunately, to employ such hardware changes in real systems. Therefore, we focus
on more practical aspects of MA prevention, more specifically software mitigation
methods, in this section.

Several countermeasures for AES were proposed in [13] against cache attacks.
Particularly, [13] argues that permuting the AES lookup tables prevents access-
driven attacks. They also propose to use smaller lookup tables, e.g., original AES
S-box, during the first and last rounds of AES computations. Current cache attacks
on AES exploit first, second, and the last round accesses. Using smaller tables dur-
ing these rounds make it more difficult, i.e., require more samples, to apply these
cache attacks. A formal study was presented in [41] to analyze the effects of table
sizes, among other parameters, on the performance of time-driven attacks.

The only cache attack on RSA is from Percival [35]. He exploited the fact that
OpenSSL implementation accesses different data structures during square and mul-
tiplication operations. In other words, Percival’s attack can extract the operation
sequence of RSA by tracing the cache activities, cf., Section 18.3.7. Moreover, it
is also possible to determine which table entries are used in a multiplication step
because table entries were stored in consecutive regions of memory and thus they
map to different cache sets. Reference [14] proposes an implementation technique
that does not have these weaknesses. To be more precise, [14] proposes to change
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the memory layout of RSA exponentiation table and to interleave the table en-
tries in memory instead of storing them in a consecutive manner. This way, each
access to any table entry results in touching the same cache lines, which makes
the accesses to different table entries indistinguishable. However, one still can ob-
serve the operation sequence of RSA due to the simple fact stated above. There-
fore, [14] also suggests to employ fixed window exponentiation, which has a con-
stant operation sequence. These countermeasures were implemented in OpenSSL
as an optional protection mechanism, i.e., a user has the option to turn these
mechanisms on.

Branch prediction and I-cache attacks exploit execution flows of cryptosystems.
The best mitigation method for these attacks is to implement cryptosystems with
fixed execution flows. Reference [7] analyzed the strength of OpenSSL’s RSA
implementation considering branch prediction analysis and detected several weak
points that needed to be changed. Particularly, [7] suggested to remove several con-
ditional branches that affect the strength of RSA implementation. OpenSSL team
took these suggestions into consideration and modified the implementations. Ref-
erence [7] also proposes a new method to implement high-level execution flow of
RSA without any variations. A similar proposal is also given in [21].

Another mitigation method for branch prediction vulnerabilities is given in [8].
They suggest to implement conditional branches via indirect branching. In other
words, their method comprises storing the addresses of the branch legs in memory
and loading the corresponding address into a register during runtime based on the
evaluated condition of a conditional branch and using this register as the jump target.
Since they do not consider to avoid execution flow variations, the proposed mitiga-
tion does not truly provide high security. Their protection can easily be overcome
by I-cache attacks.

There are also several hardware countermeasures in the literature proposed to
prevent microarchitectural attacks. We do not cover the details of hardware-based
countermeasures in this book. The interested readers can refer to [10, 32, 33, 47].

18.9 Exercises

1. What is (are) the difference(s) between time-driven and access-driven cache at-
tacks? Which one is more efficient and why?

2. What is (are) the fundamental difference(s) between data cache and instruction
cache attacks?

3. Both I-cache analysis and simple branch prediction analysis (SBPA) can very ef-
fectively reveal the execution flow of a cryptosystem. For example, both attacks
can extract the sequence of multiplication/square operations in an RSA exponen-
tiation by observing only a single run of the cipher. However, I-cache analysis
is more general than SBPA in the sense that I-cache analysis can compromise
SBPA-resistant systems. What is the reason of this situation?

4. Which cryptosystems are susceptible to branch prediction analysis?
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5. Why is it easier to carry out microarchitectural attacks on simultaneous multi-
threading processors?

6. Which microarchitectural attack type does seem to work only on simultaneous
multithreading processors? Why?

18.10 Projects

1. There are some reference cache attack codes in [10] and [35]. Verify Bernstein’s
attack on AES and Percival’s attacks on RSA using these reference codes.
Bernstein’s AES attack mimics a remote cache attack. In real remote attacks, the
timing measurements must be obtained by a client and they also contain a lot
of noise due to network delays, etc. However, in Bernstein’s experiments, the
encryption time is measured inside the crypto process, i.e., the server, instead of
in the client. Modify Bernstein’s reference code and measure the actual response
times inside the client and verify that this attack becomes practically infeasible
in a realistic remote attack.
Percival’s attack, the experiments need to be performed on a simultaneous multi-
threading processor. You can run these experiments on an HT-enabled Pentium 4.
In order to synchronize spy and crypto processes, you can use pthread library.

2. There are several publications in the literature, cf. [36, 37, 46], that give the
details of how one can extract the secret exponent in an RSA exponentiation by
observing the occurrences of extra reduction steps in Montgomery multiplication
during the exponentiation. In other words, if we can observe which multiplica-
tion/square operations perform an extra reduction step during an entire modular
exponentiation with a secret exponent, we can extract the value of this secret ex-
ponent by using some statistical analysis techniques. These techniques can also
tolerate some levels of errors in the observations. SBPA and I-cache analysis
are useful tools to perform such observations to detect the occurrences of extra
reduction steps. Study [36, 37, 46], find an RSA implementation that employs
Montgomery multiplication with extra reduction step (OpenSSL v.0.9.8e would
suffice), and try to apply SBPA and I-cache attacks on this implementation to
detect the extra reduction steps and extract the secret exponent. Also analyze the
error rates in the observations and their effect on the necessary sample size.

3. Branch prediction attacks have been demonstrated only on conditional branches
so far. Avoiding conditional branches in cryptographic implementations are
thought to prevent these attacks. However, there are still many open questions.
For example, it may also be possible to compromise security systems by detect-
ing when and which unconditional branches are executed during the course of a
cryptographic operation. Such information can be useful if the implementation
has data-dependent execution time and/or control flow variations. Another prob-
lem is due to error detection purposes. The software implementations, whether
cryptographic operations or regular applications, have many conditional branches
to detect run-time errors/anomalies. For example, a widely accepted convention
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is to use conditional branches, e.g., if-then-else statements, to check the return
values of functions/methods to detect run-time errors, unexpected results, etc. Al-
though these conditional branches have a low probability to alter the execution
flow, they can be exploited via branch prediction analysis. These aspects need
further investigations.
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Encryption — FSE 2007, A. Biryukov, editor, pp. 399–413, Springer, Lecture
Notes in Computer Science series 4593, 2007.

42. Trusted Computing Group. http://www.trustedcomputinggroup.org.
43. Y. Tsunoo, T.Saito, T. Suzaki, M. Shigeri, and H. Miyauchi. Cryptanalysis of

DES Implemented on Computers with Cache. Cryptographic Hardware and
Embedded Systems — CHES 2003, C. D. Walter, Ç. K. Koç, and C. Paar, ed-
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