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#### Abstract

We present a new low-complexity bit-parallel canonical basis multiplier for the field GF( $2^{m}$ ) generated by an all-onepolynomial. The proposed canonical basis multiplier requires $m^{2}-1$ XOR gates and $m^{2}$ AND gates. We also extend this canonical basis multiplier to obtain a new bit-parallel normal basis multiplier.


Index Terms—Finite fields, multiplication, normal basis, canonical basis, all-one-polynomial.

## 1 Introduction

THE arithmetic operations in the Galois field $\operatorname{GF}\left(2^{m}\right)$ have several applications in coding theory, computer algebra, and cryptography [6], [4]. In these applications, time and area efficient algorithms and hardware structures are desired for addition, multiplication, squaring, and exponentiation operations. The performance of these operations is closely related to the representation of the field elements. An important advance in this area has been the introduction of the Massey-Omura algorithm [7], which is based on the normal basis representation of the field elements. One advantage of the normal basis is that the squaring of an element is computed by a cyclic shift of the binary representation. Efficient algorithms for the multiplication operation in the canonical basis have also been proposed [5], [3]. The space and time complexities of these bit-parallel canonical basis multipliers are much less than those of the Massey-Omura multiplier.

In this paper, we present an alternative design for multiplication in the canonical basis for the field $\mathrm{GF}\left(2^{m}\right)$ generated by an all-one-polynomial (AOP). The time complexity of our design is significantly less than similar bit-parallel multiplier designs for the canonical basis [5], [3], [1]. Furthermore, we use the proposed canonical basis multiplier to design a normal basis multiplier whose space and time complexities are nearly the same as those of the modified Massey-Omura multiplier [2] given for the field GF( $2^{m}$ ) with an AOP. Nevertheless, the proposed normal basis multiplier is based on a different construction from the ones already known, and it has certain advantages.

## 2 Canonical Basis Multiplier

It is customary to view the field $\operatorname{GF}\left(2^{m}\right)$ as an $m$-dimensional vector space defined over the ground field GF(2). We need a set of $m$ linearly independent elements from $\operatorname{GF}\left(2^{m}\right)$ in order to represent the elements of $\mathrm{GF}\left(2^{m}\right)$. This set serves as the basis of the vector space. A basis of the form $S=\left\{1, \alpha, \alpha^{2}, \ldots, \alpha^{m-1}\right\}$, where $\alpha \in \operatorname{GF}\left(2^{m}\right)$ is a root of the generating polynomial of degree $m$, is called a canonical basis. In order to reduce the complexity of the field multiplication, special classes of irreducible polynomials have been suggested [3], [5]. In particular, the AOP $p(x)=1+x+x^{2}+\ldots+x^{m}$ has been shown to be very useful. This polynomial is irreducible
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and, thus, generates the field $\mathrm{GF}\left(2^{m}\right)$ if and only if $m+1$ is prime and 2 is primitive modulo $m+1$ [6]. For $m \leq 100$, the AOP is irreducible for the following values of $m: 2,4,10,12,18,28,36,52,58$, $60,66,82$, and 100.

We now briefly describe the Mastrovito multiplier [5] for computing the products of two elements $A$ and $B$ in $\operatorname{GF}\left(2^{m}\right)$ expressed in the canonical basis, which are, respectively, represented as

$$
\begin{aligned}
A & =\sum_{i=0}^{m-1} a_{i} x^{i}=\left[\begin{array}{lll}
a_{0} a_{1} & \ldots & a_{m-1}
\end{array}\right]^{T} \\
B & =\sum_{i=0}^{m-1} b_{i} x^{i}=\left[\begin{array}{llll}
b_{0} b_{1} & \ldots & b_{m-1}
\end{array}\right]^{T} .
\end{aligned}
$$

The Mastrovito multiplier uses two matrices in the design process. The $(m-1) \times m$ basis reduction matrix $Q=\left[q_{i j}\right]$ satisfies the equality

$$
\left[\begin{array}{l}
x^{m} \\
x^{m+1} \\
\vdots \\
x^{2 m-2}
\end{array}\right]=Q\left[\begin{array}{l}
1 \\
x \\
\vdots \\
x^{m-1}
\end{array}\right] .
$$

The $m \times m$ product matrix $Z=f(A, Q)=\left[z_{i j}\right]$ is defined as

$$
z_{i j}=\left\{\begin{array}{l}
a_{i},  \tag{1}\\
\text { for } j=0 ; i=0, \ldots, m-1 \\
u(i-j) a_{i-j}+\sum_{t=0}^{j-1} q_{j-1-t},{ }_{i} a_{m-1-t} \\
\text { for } j=1, \ldots, m-1 ; i=0, \ldots, m-1
\end{array}\right.
$$

where the step function $u(t)$ is defined as

$$
u(t)= \begin{cases}1 & \text { for } t \geq 0 \\ 0 & \text { else }\end{cases}
$$

The product $C=A B$ is found by multiplying the matrix $Z$ by the vector $B$ in the ground field GF(2). The Mastrovito algorithm directly computes this product $C=Z B$.

We introduce a new canonical basis multiplication algorithm for the field $\mathrm{GF}\left(2^{m}\right)$ generated using an AOP by decomposing the matrix $Z$ into the matrices $Z_{1}$ and $Z_{2}$ as $Z=Z_{1}+Z_{2}$. The idea of decomposing a matrix has proven to be useful in many similar designs [2]. In order to construct these matrices, we first write the matrix equality (II) for the matrix $Q$ in the field $\operatorname{GF}\left(2^{m}\right)$ with an AOP using the identity $x^{m+1}=1$ as

$$
\left[\begin{array}{l}
x^{m}  \tag{2}\\
x^{m+1} \\
x^{m+2} \\
\vdots \\
x^{2 m-2}
\end{array}\right]=\left[\begin{array}{ccccccc}
1 & 1 & 1 & \cdots & 1 & 1 & 1 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
1 \\
x \\
x^{2} \\
\vdots \\
x^{m-1}
\end{array}\right]
$$

Using the definition (2) of $Q$ and the definition (1) of $Z$, we construct the product matrix $Z$ for the field $\mathrm{GF}\left(2^{m}\right)$ with an AOP as the sum of two matrices $Z_{1}$ and $Z_{2}$, which are given as follows:

$$
\begin{aligned}
& Z_{1}=\left[\begin{array}{cccccc}
a_{0} & 0 & a_{m-1} & a_{m-2} & \cdots & a_{2} \\
a_{1} & a_{0} & 0 & a_{m-1} & \cdots & a_{3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{m-2} & a_{m-3} & a_{m-4} & a_{m-5} & \cdots & 0 \\
a_{m-1} & a_{m-2} & a_{m-3} & a_{m-4} & \cdots & a_{0}
\end{array}\right] \\
& Z_{2}=\left[\begin{array}{cccccc}
0 & a_{m-1} & a_{m-2} & a_{m-3} & \cdots & a_{1} \\
0 & a_{m-1} & a_{m-2} & a_{m-3} & \cdots & a_{1} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & a_{m-1} & a_{m-2} & a_{m-3} & \cdots & a_{1} \\
0 & a_{m-1} & a_{m-2} & a_{m-3} & \cdots & a_{1}
\end{array}\right]
\end{aligned}
$$

In order to compute $C=Z B=\left(Z_{1}+Z_{2}\right) B$, we first compute $D=Z_{1} B$ and $E=Z_{2} B$ in parallel and, then, compute the result $C=D+E$. The product of the last row of $Z_{1}$ and $B$ is computed using the rightmost $U$ circuit with two additional gates, which take care of the nonzero element of the last row of $Z_{1}$. The architecture of the canonical basis multiplier is shown in Fig. 1. The module which


Fig. 1. The proposed canonical basis multiplier.


Fig. 2. The connection diagram for computing $D$.
computes the vector $D=Z_{1} B$ consists of $m$ identical $U$ circuits, an AND, and an XOR gate. The circuit $U$ computes the innerproduct of two vectors of length $m-1$. Since one element in each row of $Z_{1}$ is zero, except in the last row, the innerproduct operation needs to be of length $m-1$. The vector $A$ is shifted according to the place of the zero element in each row of $Z_{1}$, while the vector $B$ is fed to the $i$ th $U$ module by skipping the $i$ th bit. The connection diagram of the part of the multiplier computing $D$ is shown in Fig. 2. The basic rewiring modules used in the connection diagram are defined in Fig. 3.


Fig. 3. The rewiring modules used in the connection diagram.

The structure of the module $U$ is very simple. The innerproduct of two vectors is computed by, first, generating the products in parallel using AND gates and, then, by adding the partial products using a binary XOR tree. In order to generate the products $m-1$ AND gates are needed, whereas $m-2$ XOR gates are used to accumulate the products. The depth of the binary XOR tree is given as $\left\lceil\log _{2}(m-1)\right\rceil$. The total delay of the circuit $U$ is equal to $T_{A}+$ $\left\lceil\log _{2}(m-1)\right\rceil T_{X}$, where $T_{A}$ and $T_{X}$ are the delays of AND and XOR gates, respectively. The computation of $d_{m-1}$ requires an additional XOR gate delay. Thus, the computation of $D$ requires a total of $T_{A}+$ $\left(1+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ delays.

In order to compute $E=Z_{2} B$, we need a single $U$ module with inputs according to the definition of $Z_{2}$ given above. Since $Z_{2}$ has identical rows, the computation of $Z_{2} B$ is accomplished by computing the innerproduct of a row of $Z_{2}$ and the vector $B$ and, then, replicating this resulting bit $m$ times, i.e., $E=[$ e ee $e \cdots e]$, where $e$ is repeated $m$ times. After $E=Z_{2} B$ is computed, the result $C=Z_{1} B+$ $Z_{2} B=D+E$ is obtained using $m$ XOR gates, as shown in the bottom part of Fig. 1.

The proposed canonical basis multiplier architecture requires a total of $(m-2)(m+1)+1+m=m^{2}-1$ XOR gates and $(m-1)(m+1)$ $+1=m^{2}$ AND gates. The total delay of the circuit is found as $T_{A}+$


Fig. 4. The proposed normal basis multiplier.
$\left(2+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$. These time and space complexity values are computed assuming only two-input gates are available.

## 3 Normal Basis Multiplier

A basis of the form

$$
N=\left\{\beta, \beta^{2}, \beta^{2^{2}}, \ldots, \beta^{2^{m-1}}\right\}
$$

is called a normal basis, where $\beta \in \operatorname{GF}\left(2^{m}\right)$ and $m$ is the degree of the generating polynomial. The root of an irreducible AOP has the following property that $\beta^{m+1}=1$. Furthermore, if the generating polynomial is an AOP and, also, if 2 is primitive in $Z_{m+1}$, then we have

$$
\begin{equation*}
N=\left\{\beta, \beta^{2}, \beta^{3}, \ldots, \beta^{m}\right\} . \tag{3}
\end{equation*}
$$

For further information, the reader is referred to [6, p. 99]. Since the set (3) is also a basis, it can be used to represent the elements of $\operatorname{GF}\left(2^{m}\right)$. This basis is a shifted version of the canonical basis. An element of $\operatorname{GF}\left(2^{m}\right)$ in the normal basis representation can easily be converted to the shifted canonical representation. This is accomplished using a permutation of the binary representation. With the help of the identity $\beta^{n+1}=1$, we perform the conversion

$$
A=\sum_{i=0}^{m-1} a_{i} \beta^{2^{i}}=\sum_{i=1}^{m} a_{i}^{\prime} \beta^{i},
$$

using the permutation $P$ given as

$$
a_{2^{i} \bmod (m+1)}^{\prime}=a_{i} \text { for } i=0,1, \ldots, m-1
$$

In order to perform a normal basis multiplication, we take the inputs $A$ and $B$ represented in the normal basis, convert them to the shifted canonical basis using the permutation $P$, and then perform a canonical basis multiplication. At the end of this computation, we obtain $F=A B / \beta^{2}$ represented in the canonical basis as

$$
F=f_{0}+f_{1} \beta+f_{2} \beta^{2}+\cdots+f_{m-1} \beta^{m-1}
$$

Note that the values $f_{i}$ are the outputs of the canonical basis multiplier shown in Fig. 1, and, therefore, we have $f_{i}=d_{i}+e$ for $i=0,1$, $\ldots, m-1$. We then multiply $F$ by $\beta^{2}$, and obtain $G=F \beta^{2}$ as

$$
G=\left(d_{0}+e\right) \beta^{2}+\left(d_{1}+e\right) \beta^{3}+\cdots+\left(d_{m-1}+e\right) \beta^{n+1}
$$

We now need to represent this number in the shifted canonical basis. Since

$$
\beta^{m+1}=\beta+\beta^{2}+\cdots+\beta^{m}
$$

the coefficient $\left(d_{m-1}+e\right)$ is added to the coefficients of all the other terms. We can write the final expression as

$$
\begin{aligned}
G= & \left(d_{m-1}+e\right) \beta+\left(d_{0}+e+d_{m-1}+e\right) \beta^{2}+ \\
& \left(d_{1}+e+d_{m-1}+e\right) \beta^{3}+\cdots \\
& \cdots+\left(d_{m-2}+e+d_{m-1}+e\right) \beta^{m} \\
= & \left(d_{m-1}+e\right) \beta+\left(d_{0}+d_{m-1}\right) \beta^{2}+ \\
& \left(d_{1}+d_{m-1}\right) \beta^{3}+\cdots+\left(d_{m-2}+d_{m-1}\right) \beta^{m}
\end{aligned}
$$

which gives $g_{0}=d_{m-1}+e$ and $g_{i}=d_{i-1}+d_{m-1}$ for $i=1,2, \ldots, m-1$. Thus, we have obtained the representation of the number $G$ in the shifted canonical basis. We now apply the inverse of the permutation $P$ to $G$ and obtain the bits of the number $C$ in the normal basis. The architecture of the normal basis multiplier is given in Fig. 4. It is very similar to that of the canonical basis multiplier.

The implementation of the permutation and inverse permutation operations are accomplished by wiring. Therefore, the normal basis multiplier requires exactly the same number AND and XOR gates as that of the canonical basis multiplier in Fig. 1. Furthermore, the time complexity of the normal basis multiplier is equal to that of the canonical basis multiplier.

## 4 Conclusions

The time complexity of the proposed canonical basis multiplier is significantly less than previously proposed similar multipliers for the field GF $\left(2^{m}\right)$ generated by an AOP. The structure of the canonical basis multiplier is very regular: It consists of $m+1$ identical modules, and some additional XOR and AND gates. It is more regular than the Mastrovito multiplier, and requires significantly fewer gate delays. The proposed canonical basis multiplier requires $m^{2}$ AND gates and $m^{2}-1$ XOR gates. The Mastrovito multiplier requires $m^{2}-1$ XOR gates and $m^{2}$ AND gates, and has a delay less than $T_{A}+2\left[\log _{2} m\right\rceil T_{X}$ if the generating polynomial is a primitive trinomial of the form $x^{m}+x+1$ [5], [8]. The XOR and AND complexities of the Mastrovito multiplier for a general trinomial or an AOP are not known. However, the number of XOR gates for a general trinomial is conjectured to be $\geq m^{2}-1$ in [8].

TABLE 1
Comparing Canonical Basis Multipliers with Generating AOPs.

|  | XOR Gates | AND Gates | Delay |
| :--- | :---: | :---: | :---: |
| Itoh-Tsujii [3] | $m^{2}+2 m$ | $m^{2}+2 m+1$ | $T_{A}+\left\lceil\log _{2} m+\log _{2}(m+2)\right\rceil T_{X}$ |
| Hasan et al [1] | $m^{2}+m-2$ | $m^{2}$ | $T_{A}+\left(m+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ |
| Proposed design (Fig. 1) | $m^{2}-1$ | $m^{2}$ | $T_{A}+\left(2+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ |

TABLE 2
Comparing Normal Basis Multipliers with Generating AOPs

|  | XOR Gates | AND Gates | Delay |
| :--- | :---: | :---: | :---: |
| Massey-Omura [7] | $2 m^{2}-2 m$ | $m^{2}$ | $T_{A}+\left(1+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ |
| Hasan et al. [2] | $m^{2}-1$ | $m^{2}$ | $T_{A}+\left(1+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ |
| Proposed design (Fig. 4) | $m^{2}-1$ | $m^{2}$ | $T_{A}+\left(2+\left\lceil\log _{2}(m-1)\right\rceil\right) T_{X}$ |

The normal basis multiplier proposed here and the modified Massey-Omura multiplier [2] require the same number of XOR and AND gates, which is about half of the number of gates required by the Massey-Omura multiplier for the field $\operatorname{GF}\left(2^{m}\right)$ with an AOP. The design proposed in this paper requires only one more XOR delay than the modified Massey-Omura multiplier. Nevertheless, it is an alternative design, and is based on an entirely different construction. Another advantage is that it is highly modular. Since the proposed normal basis multiplier is based on a canonical basis multiplier, any advances made in canonical basis multiplication using AOPs can be utilized in this design to further reduce the complexity or timing requirements.
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