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Abstract- This paper presents a dual-field modular division (inversion) algorithm and its hardware design. The algorithm is based on the Extended Euclidean and the Binary GCD algorithms. The use of counters to keep track of the difference between field elements in this algorithm eliminates the need for comparisons which are usually expensive and time-consuming. The algorithm has simple control flow and arithmetic operations making it suitable for application specific hardware implementation. The proposed architecture uses a scheduling method to reduce the number of hardware resources without significantly increasing the total execution time. Its datapath efficiently supports all the operations in the algorithm and uses carry-save unified adders for reduced critical path delay, making the proposed architecture faster than other previously proposed designs. Experimental results using synthesis for AMI $0.5 \mu \mathrm{~m}$ CMOS technology are shown and compared with other dividers.
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## I. Introduction

Computing the modular division or inverse in finite fields (most frequently used fields are prime fields $-G F(p)$ - and binary extension fields $-G F\left(2^{n}\right)$ ), is a very important arithmetic operation in cryptographic algorithms based on elliptic curves [1].

A previous study shows that the performance of Elliptic Curve Cryptography (ECC) can be improved when modular division or inverse are implemented in hardware [2], [3].

Based on the Extended Euclidean Algorithm (EEA) [4] and the Binary GCD algorithm [5], a Unified Modular Division (UMD) algorithm was developed and compared with other algorithms in [6]. The UMD is a dual-field algorithm able to compute the modular division in both $G F(p)$ and $G F\left(2^{n}\right)$ fields. It does not have complex operations and tests and it requires fewer clock cycles than other modular division algorithms. These characteristics make the algorithm suitable for hardware implementation. This work briefly presents the UMD algorithm developed in [6] and proposes a full-precision hardware architecture for it.

Most of the modular division (inversion) algorithms [3], [7], [8], [9] have integer and polynomial degree comparisons as part of their control flow. Differently from them, the UMD algorithm uses a counter variable to keep track of the difference between field elements and a single test of zero which basically eliminates the need for complex tests and reduces the complexity of each iteration [6]. Counters have also been used to some extend in some division algorithms in $G F\left(2^{n}\right)$ [9] and $G F(p)$ [10]. The counter can be implemented using fast up/down counters as the ones described in [11].

The public-key processor presented in [7] implements operations required for Elliptic Curve Cryptography (ECC) including modular inverse in $G F\left(2^{n}\right)$ only, while the algorithm in [5] considers only elements in $G F(p)$. The bit-serial systolic architecture presented in [9] computes the modular
inverse in $G F\left(2^{n}\right)$ only. Another work in [8] presents a very simple dual-field arithmetic unit, however an unified algorithm for modular inverse/division was not shown, making the control section of the design somewhat unknown. All the modular division algorithms in these works are based on EEA.

This paper describes a hardware architecture for the UMD [6]. A scheduling technique is used to better utilize the adders in the datapath and reduce the hardware complexity of the final design. The computations in both fields $\left(G F(p)\right.$ and $\left.G F\left(2^{n}\right)\right)$ are implemented with redundant Carry-Save (CS) adders to reduce the clock cycle time and make the design almost independent on the operand precision.

The following Section presents some mathematical concepts and the notation used in this paper. Section III introduces the unified modular division algorithm and discusses its properties. The overall organization of the hardware design that implements the UMD and its main functional blocks are shown and described in detail in Section IV. Experimental results are shown in Section $V$, followed by conclusions in Section VI.

## II. Mathematical Concepts and Notation

The elements of the binary extension field $Y(x) \in G F\left(2^{n}\right)$ are non-zero polynomials of degree less than $n$ when the polynomial basis is used to represent the field elements (which is the case in this paper). Each element has coefficients that are elements in $G F(2)$, which are represented by the values $\{0,1\}$. On the other hand, the elements in the prime field $G F(p)$ are integers in the range $\{0, \ldots, p-1\}$ where $p$ is a $n$-bit prime modulus in the range $2^{n-1}<p<2^{n}$. Bit vectors are used to represent the elements in both fields as follows:

$$
\begin{gathered}
G F\left(2^{n}\right): Y(x)=\sum_{i=0}^{n-1} y_{i} * x^{i} \\
G F(p): Y=\sum_{i=0}^{n-1} y_{i} * 2^{i}
\end{gathered}
$$

where $y_{i} \in\{0,1\}$ in both cases. The polynomial $Y(x)$ is denoted as $Y$ in the algorithm description for simplicity.

The addition operation of the elements is different in each field. Addition of two polynomials in $G F\left(2^{n}\right)$ is done by a bitwise logic exclusive OR operation ( $a$ xor $b=a \oplus b=$ $a^{\prime} b+a b^{\prime}$ ) between the two bit vectors being added. In other words the additions in $G F\left(2^{n}\right)$ are done modulo 2 [8], as shown in the following equation:

$$
Y(x)+W(x)=\sum_{i=0}^{n-1} y_{i} * x^{i}+\sum_{i=0}^{n-1} w_{i} * x^{i}=\sum_{i=0}^{n-1}\left(y_{i} \text { xor } w_{i}\right) x^{i}
$$

Subtraction and addition in $G F\left(2^{n}\right)$ are equivalent. Intermediate results of operations in $G F\left(2^{n}\right)$ that are represented

Function: Modular Division in $G F(p)$ and $G F\left(2^{n}\right)$ fields
Inputs: $0 \leq X<p, 0<Y<p, 2^{n-1}<p<2^{n}$, Field
Output: $\bar{Z}=\frac{X}{Y} \bmod p$ when Field $=G F(p), Z(x)=\frac{X(x)}{Y(x)} \bmod$ $p(x)$ when Field $=G F\left(2^{n}\right)$
Algorithm:
$C=Y, U=X, D=p, W=0, \delta=0$
WHILE $C \neq 0$

$$
\text { IF } c_{0}=0 \text { THEN }
$$

$C:=C \gg 1$
$\delta:=\delta-1 \quad / *$ Integer Operation */
ELSE
IF $\delta<0$ THEN $C \Leftrightarrow D, U \Leftrightarrow W, \delta:=-\delta$
END IF;
$k:=1$
$\operatorname{IF}((C+D) \bmod 4 \neq 0$ AND Field $=G F(p))$ THEN $k:=-1$
ELSE $\delta:=\delta-1$
END IF;
$C:=(C+k * D) \gg 1, U:=(U+k * W)$;
END IF;
$U:=\left(U+u_{0} * p\right) \gg 1$
END WHILE;
IF $D=1$ THEN $Z:=W$
$\operatorname{ELSE} Z:=p-W$
END IF;

Fig. 1. Unified Modular Division Algorithm (UMD)
by polynomials of degree greater or equal to $n$ are reduced using a field polynomial $p(x)$ of degree $n$ (irreducible polynomial).

Moreover, the addition of two elements $Y$ and $W$ in $G F(p)$ is done as a conventional integer addition. The propagation of carries in this case will depend on the use of redundant or non-redundant representation of elements. Carry-Save (CS) representation is used in this work. Modular reduction is required when the sum exceeds the value of $p$ to keep the result in the set $\{0, \ldots, p-1\}$.

## III. The Unified Modular Division Algorithm (UMD)

Figure 1 shows the dual-field division algorithm proposed in [6]. The UMD algorithm computes the modular division in $G F\left(2^{n}\right)$ when Field $=G F\left(2^{n}\right)\left(Z(x)=\frac{X(x)}{Y(x)} \bmod p(x)\right)$, and in $G F(p)$ when Field $=G F(p)$. In both cases, $Y \neq 0$. If $X$ is set to one, the UMD algorithm computes the modular inverse. We must say that the operations on the control variable $\delta$ are always integer operations regardless of what is the specified field. On the other hand, specifying a field forces all the additions/subtractions to be done in this field. Swap of values between two variables is indicated by the symbol $\Leftrightarrow$. The notation for the least-significant bits of $C$ and $U$ is $c_{0}$ and $u_{0}$, respectively. Notice that inputs to the UMD algorithm $(X, Y)$ are bit vectors that represent elements in $G F(p)$ and $G F\left(2^{n}\right)$.

The UMD algorithm computes the division in $G F(p)$ based on some facts related to the greatest common divisor (GCD) of two numbers [4], [5], [6]. Basically, in $G F(p)$ it can be shown that when $C$ is odd then either $C+D$ or $C-D$ is divisible by 4 , and so it can be reduced (by right shift). In $G F\left(2^{n}\right)$, the divisibility by 4 cannot be enforced, but the result of $C+D$ is still divisible by 2 .

The modular reduction operation $U:=(U+k * W) / 2 \bmod p$ in $G f(p)$ or $U(x):=(U(x)+k * W(x)) / x \bmod p(x)$ in $G F\left(2^{n}\right)$, is implemented by the combination of the two expressions: $U:=(U+k * W)$ and $U:=\left(U+u_{0} * p\right) \gg 1$. This way, the modular reduction is done by a simple conditional addition of the modulus.

The validity of the UMD algorithm is shown in [6]. The inverse in the Montgomery domain can be also computed by the same algorithm. Considering the values $r$ and $Y$ as inputs to the UMD algorithm, where $r=2^{n}$ or $x^{n}$ (depends on the field), we get $Z=\frac{r}{Y}(\bmod p)=Y^{-1} r(\bmod p)$ which is the inverse of $Y$ in the Montgomery domain. But if we use $r$ and $Y r$ as inputs, the algorithm computes $Z=\frac{r}{Y r}(\bmod p)=\frac{1}{Y}(\bmod p)$ which is the inverse
of $Y$ in the integer domain. The execution time is the same for all cases when we consider that the constant $r$ is pre-computed.

## IV. Overall Organization

Figure 2 shows the top level organization of the unified modular divider that implements the UMD algorithm. The main functional blocks are Registers, Swapping Network (Multiplexers), Control and Datapath.


Fig. 2. Top Level Organization of The Modular Divider Which Implements The UMD Algorithm.

The registers $C, U, D$, and $W$ are initialized with the inputs $(X, Y, p)$ when Load $=1$ through three-state buffers. When Load $=$ 0 , the registers receive their values from $U_{\text {out }}$ and $C_{\text {out }}$ coming from the datapath. $U_{\text {out }}$ is fed back to either $U$ or $W$ registers depending on Load $U$ and Load $W$, respectively. Also, $C_{\text {out }}$ is fed back to $C$ or $D$ registers depending on Load C or Load D, respectively. All these signals are generated by the control block.

The swap operations $(C \Leftrightarrow D, U \Leftrightarrow W)$ are realized by the Swapping Network which is a set of two-input muxes, controlled by the $S E L$ signal provided by the control block and takes its value based on the value of $\delta$ (kept internally). It is described in more detail in Section IV-B.

## A. Adders Scheduling for Efficiency

The UMD algorithm performs in the worst case (else part of the algorithm) 3 additions in each iteration which are shown in Figure 3. Using 3 adders will increase the area of the design significantly especially for large precision inputs. Another alternative is to use a single adder in more than one clock cycle to complete one iteration. Such a solution would increase the overall time to compute the division but would be a solution when the area is too restrictive. Therefore for this implementation of an isolated division unit the use of two adders is the best choice.

In this worst case scenario (figure 3), there is data dependency between additions $A 1(U+k * W)$ and $A 2\left(U+u_{0} * p\right)$. Therefore, one iteration is complete only after two consecutive additions are performed. If we assign addition $A 1$ to one adder (adder1) and addition $A 2$ to another adder (adder2), each adder will be working for only half of the clock cycle time. Based on this observation, we propose a solution that uses adder 1 to compute addition $3(A 3)$ in the second half of the iteration cycle, while adder2 is computing $A 2$. This solution requires a register or latch between the two adders, clocked at twice the clock frequency at which iterations are executed.

As can be seen from Figure 3, Adder1 receives the operands to compute $A 1$ during phase $1\left(\phi_{1}\right)$. At the end of $\phi_{1}$, the adder output is latched and another set of input values is applied to compute $A 3$ during $\phi_{2}$. Note that during $\phi_{1}$ the Adder2 is not used anyway because the signals are still propagating in the first half of the circuit. Another observation is that phase $\phi_{2}$ can be shorter than $\phi_{1}$ in order to keep the hardware units working most of the time.


Fig. 3. Scheduling of Adders in UMD Algorithm Implementation

## B. Datapath

An $n$-bit datapath was designed to support the computations described by the UMD algorithm and it is shown in Figure 4. Each iteration of the algorithm is implemented in one clock cycle. The critical path delay (the clock cycle time) is determined by the datapath and control block, and it will be addressed in more detail in Section IV-C.


Fig. 4. The Unified Datapath of The Modular Divider
The proposed datapath uses two Carry-Save Unified Adders (CSUAs) to perform addition in both $G F(p)$ and $G F\left(2^{n}\right)$ fields. The CSUA is basically formed by dual-field adders which were described in [12] for a ( 3,2 ) design (3 inputs and 2 outputs) and in [13] for a $(4,2)$ design. The $(3,2)$ dual-field adder is similar in complexity to a full-adder and it performs bit addition with and without carry. This functionality is enabled by the input $F S E L$ (Field Select). When $F S E L=0$, the carry out bits are forced to 0 and the dual-field adder performs bitwise modulo-2 addition of its inputs. When $F S E L=1$, the dual-field adder performs the bitwise addition with carry (addition in $G F(p)$ ). Another implementations of unified adders can be
used as the one proposed in [14].
CSUA1 was implemented using $n(4,2)$ dual-field adders and CSUA2 was implemented using $n(3,2)$ dual-field adders. The use of redundant form of the operands enables the circuit to have a critical path that is less sensitive to the operand precision. The addition time is less than the time for non-redundant adder, especially for large precision. A binary vector $X$ is represented in CS form by two vectors $X C$ and $X S$ such that $X=X C+X S$. Therefore, the cost of CS representation comes from more registers and buses.

The three control lines: $S, Z$, and $N$ in $M U X 2$ corresponds to select, zero, and negate, respectively. When $Z=1$ the output of the mux is forced to zero regardless of $S . N=1$ produces a bitcomplement of the input. Since we are dealing with numbers in two's complement represented in CS form, the change of sign is done by complementing each vector and adding 1 . Thus, $N$ is inserted as carry input into both CSUAs to get the change of sign operation in this system.

The latch between the two carry-save unified adders lets the information at its input pass through during $\phi_{1}$ and holds the information at its output when it is $\phi_{2}$.

The UMD algorithm computes the modular division in $G F(p)$ when Field $=G F(p)$. The select signal $S$ is synchronized with the latch. MUX2 is used to implement $k * D$ and $k * W$, where $k \in$ $\{-1,1\}$. In the case $k=-1$, the negative $D$ and the negative $W$ are obtained by setting $N=1$. Both signals $Z$ and $N$ are synchronized with the main clock ( $c l k$ ).

If $C$ is even, then it is shifted right one bit and the counter $\delta$ is decremented by one. If not, we test $\delta$, if it is negative, the circuits swap the values of $C$ and $D$, and $U$ and $W$, and change the sign of $\delta$. The swap operation is performed by the Swapping Network that precedes the datapath and takes its inputs from the $C, U, D$, and $W$ registers.

The test $(C+D) \bmod 4 \neq 0$ can be implemented using a small two-level gate network.

The addition $U:=(U+k * W)$ which corresponds to $A 1$ in Figure 3, is performed in the first phase of the clock signal $\left(\phi_{1}\right)$ using the CSUA1. During $\phi_{2}$, two separate additions happen: $C:=(C+k * D)$ ( $A 3$ in Figure 3 ) using CSUA1, and $U:=\left(U+u_{0} * p\right)$ (A2) using CSUA2. Both outputs are shifted to the right by one bit to complete the algorithm operations.

An $A N D$ gate is used to select between the value 0 or the modulus $p$ depending weather $U$ is even or odd, respectively.

If the algorithm is computing the modular division in $G F\left(2^{n}\right)$, the same procedure described above is followed, except that the test $(C+D) \bmod 4 \neq 0$ is not applicable (Field $=G F\left(2^{n}\right)$ ). For both fields, the computation is done when $C=0$, and the result is $Z=W$.

It can be shown that the UMD algorithm does not change the values of the operands once $C=0$. Therefore, the test $C=0$ can take several clock cycles. Another observation shows that the nonredundant representation of $C=0$ takes only some particular values, which makes this test easier. So, using these two features we can make the test of zero for the CS representation simple and multicycle, allowing the design to be fast without a significant increase in area. Another possibility is to use counters to estimate when $C$ reaches 0 .

The Swapping Network shown in the datapath is composed of twoinput muxes. The control signal ( $S E L$ ) selects between the inputs. The two possible configurations of the Swapping Network are shown in Figure 5 (when $S E L=0$ or 1).


Fig. 5. The Two Possible Configurations of The Swapping Network.

## C. Improving The System Performance

Figure 6 shows the critical path of the unified divider which will determine the clock period of the design.

$$
\text { clock period }=2 * \max \left(\text { delay }_{1}, \text { delay }_{2}\right)
$$

From the figure it is clear that $\phi_{1}$ is longer than $\phi_{2}$. There are two possibilities for the delays in $\phi_{2}$ as shown in Figure 6, coming from the paths that include CSUA1 or CSUA2. Noticing that the delay of CSUA2 is smaller than the delay of CSUA1, the upper path is longer, so it is considered as the delay of $\phi_{2}$.


Fig. 6. The Delay Paths of The Modular Divider.

Since that delay $\phi_{1}>$ delay $_{2}$, the delay of $\phi_{1}$ determines the clock period of clk. In this case clk will have a $50 \%$ duty cycle. More performance could be extracted from the circuit if $\phi_{2}$ could be made shorter. However, such a solution would involve critical implementation details for the design of the clock signal generator and clock distribution network.

## V. Experimental Results and Comparisons

This section includes two categories of experimental results: (a) average number of iterations obtained from a Maple model and (b) the critical path delay results obtained by synthesis of the VHDL description of the algorithm.

## A. The Average Number of Iterations

Maple was used to describe the proposed algorithm (Alg1 =UMD algorithm) and the unified Montgomery inverse algorithm presented in [3] (Alg2). At least 100 random samples were used to verify each algorithm operation and obtain statistics.

For consistency, no multiple-word calculation is considered here. For an $n$-bit input $Y, \operatorname{Alg} 2$ computes $Z=Y^{-1} 2^{k}$, where $n \leq k \leq 2 n$ is the number of algorithm iterations. A correction step is needed to get the inverse in the Montgomery domain $\left(Y^{-1} 2^{n}\right)$ or in the integer domain $\left(Y^{-1}\right)$. Therefore, the total number of iterations required to compute the Montgomery inverse is $2 k-n$. To compute the integer inverse it needs $2 k$ iterations.

Also, Alg2 uses number comparisons to compare the size of the bit vectors that represent elements in the field (the same way it was done in [2], [7], [8]) instead of the counter ( $\delta$ ). These comparisons are expensive in both fields. On the other hand, the UMD algorithm has only additions which has a complexity of $O(1)$ since we are using redundant representation. The number of additions gives an idea of the overall work done by the algorithm. It was shown in [6] that Alg1 has up to $9 \%$ (5\%) fewer additions than $A l g 2$ when computing integer inverse in $G F(p)(G F(2 n))$. The comparisons were considered as an extra addition. There are $k$ comparisons in Alg2. It is important to mention that this assumption is very conservative since the complexity of a comparison is much higher than the complexity of a redundant addition. From the above discussion we can say that the comparison limits a fast hardware implementation.

Figure 7 shows the number of iterations as a function of operand size required by $A l g 1$ (UMD) and $\operatorname{Alg} 2$ (presented in [3]) to compute the integers modular inverse (not in Montgomery domain) in $G F(p)$ and $G F\left(2^{n}\right)$. The size of the operands is in the range ( 160 to 512 ) bits.

One can see from the figure that $\operatorname{Alg} 1$ executes on average $25 \%$ fewer iterations than $A l g 2$ when computing the inverse in the integer domain for $G F(p)$. For $G F\left(2^{n}\right), A l g 1$ has about $40 \%$ fewer iterations than $\operatorname{Alg} 2$ when computing the inverse in the integer domain. As discussed before, $A l g 2$ has a more complex iteration than the UMD algorithm and therefore, the UMD algorithm presented in this paper is much faster than the unified Montgomery algorithm presented in [3].


Fig. 7. The Number of Iterations as a Function of Operand Size Required by $A l g 1$ (UMD) and $A l g 2$ to Compute The Modular Inverse in $G F(p)$ and $G F\left(2^{n}\right)$

Notice that the number of iterations for the UMD algorithm in both fields increase linearly with the increase in the operand precision.

The public-key processor presented in [7] implements operations required for Elliptic Curve Cryptography (ECC) including modular inverse in $G F\left(2^{n}\right)$ only. It is mentioned in [7] that the $G F\left(2^{n}\right)$ inversion operation takes about 3.3 cycles for each bit. Figure 7 shows that the UMD algorithm needs only 2 cycles/bit to compute the modular inverse in $G F\left(2^{n}\right)$.

The dual-field arithmetic unit proposed in [8] performs one addition in each clock cycle and the adder is used to convert from carrysave form to non-redundant representation, significantly increasing the number of clock cycles. So, the only way to compare our algorithm with [8] is to compare the number of additions. It is shown in [6] that the number of additions reported in [8] is around 20 times greater than the number of additions in $A l g 1$.

The comparison of the UMD algorithm with [2] was not considered because the work in [2] is a word-based algorithm that applies several strategies (variable shift, for example) to reduce the number of cycles.

## B. Synthesis Results

The experimental data presented in this section were generated using Mentor Graphics CAD tools. The target technology was set to AMI05_fast auto ( $0.5 \mu \mathrm{~m}$ CMOS with hierarchy preserved) provided in the ASIC Design Kit (ADK) from the same company [15].

The unified modular divider design presented in this paper was described in VHDL and simulated in ModelSim for functional correctness. It was synthesized using Leonardo synthesis tool for the mentioned technology. ADK provides a consistent environment for comparison between the designs, and a reasonable approximation of the system performance when using commercial ASIC technology.

Figure 8 shows the critical path delays (in nano-seconds) of the UMD design for the precision range from 128 -bit to 512 -bit. The delay at 128 -bit is 10.01 nsec , at 256 -bit is 10.85 nsec , and at 512 is 10.86 nsec . From the figure we can notice that the delay increases as the number of bits increase and it seems to became constant at higher precision. This indicates that the critical path delay (clock period) of the UMD algorithm become independent of the operands size at high precisions

The public-key processor presented by Goodman and et.al in [7] runs at clock rate of 50 MHz (clock period $=20 \mathrm{nsec}$ ), and it is considered a good representative of this class of hardware designs. The divider proposed in this work has a worst case clock period of less than 11 nsec at 512-bit operand size, which is twice faster than the processor presented in [7]. Also, as we mentioned in the previous subsection, Goodman's processor, from now on called $G \mu P$ takes 3.3 cycles/bit to perform a modular inverse in $G F\left(2^{n}\right)$. Let the total computation time of a given design be $T_{\text {design }}$ which is given by:

$$
T_{\text {design }}=\text { cycles } / \text { bit } * n * \text { clock period }
$$

where $n$ is the operand size in bits. At $n=512$-bits, the total


Fig. 8. The Critical Path Delay of The UMD Design in nanoseconds.

| Operand size (bits) | Area (gates) |
| :---: | :--- |
| 128 -bit | 22853 |
| $160-$-bit | 28560 |
| 192 -bit | 34227 |
| 224 -bit | 39913 |
| 256 -bit | 45600 |
| 512-bit | 91090 |

## TABLE I

The Area of the UMD Design in gates for different operand sizes
computation time of $G \mu P\left(T_{G \mu P}\right)$ will be:

$$
T_{G \mu P}=3.3 * 512 * 20 \times 10^{-9}=33.79 \mu s e c
$$

and the total computational time for our design $\left(T_{U M D}\right)$ will be:

$$
T_{U M D}=2 * 512 * 10.86 \times 10^{-9}=11.12 \mu s e c
$$

Comparing $T_{G \mu P}$ and $T_{U M D}$, we find that the UMD design is 3 times faster. Also, even when we run the proposed divider circuit at 50 MHz we get $T_{U M D}=2 * 512 * 20 \times 10^{-9}=20.48 \mu \mathrm{sec}$ which is still 1.65 times faster than the design in [7].

Table I shows the total number of gates for the UMD design as a function of operand size. The area for the UMD design can be extracted from the experimental data presented in Table I as $A_{U M D}=177.7 * n+108$. From this equation we can say that the proposed divider design has area complexity of $O(n)$.

The architecture presented in [9] is dedicated to $G F\left(2^{n}\right)$ only. The authors mentioned that the design has an area complexity of $O(n)$ without specifying any constants.

The proposed design in [16]is also dedicated to $G F\left(2^{n}\right)$ only and has an area complexity of $O(n \log (n))$.

## VI. Conclusion

The proposed Unified Modular Divider architecture that implements the UMD algorithm proposed in [6] can compute the inverse in both $G F(p)$ and $G F\left(2^{n}\right)$ fields in an efficient way. To the best of our knowledge, this is the first unified division/inversion architecture to use a counter to keep track of the difference between the values of elements in the field. The number of clock cycles required by the UMD divider is $2 n$ in the worst case while another published design executes division in $3.3 n$ cycles. The datapath uses pipelining based on scheduling analysis which makes the best use of the hardware resources in the divider, therefore, the datapath efficiently implements the iterations of the UMD algorithm with two adders only. The area complexity of the proposed design is $O(n)$.

The use of redundant unified adders significantly reduces the critical path delay (and as a result the total computation time) making the proposed architecture faster than many other previously proposed designs. The low time and area complexity of the proposed architecture and its efficient datapath makes it suitable for cryptographic hardware applications.
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