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Abstract |

We present a new low-complexity bit-parallel

canonical basis multiplier for the �eld GF(2m) gener-
ated by an all-one-polynomial. The proposed canon-

ical basis multiplier requires m2 � 1 XOR gates and

m
2 AND gates. We also extend this canonical basis

multiplier to obtain a new bit-parallel normal basis

multiplier.

I. Introduction

The arithmetic operations in the Galois �eld GF(2m) have
several applications in coding theory, computer algebra, and
cryptography. In these applications, time and area e�cient
algorithms and hardware structures are desired for addition,
multiplication, squaring, and exponentiation operations. The
performance of these operations is closely related to the rep-
resentation of the �eld elements. An important advance in
this area has been the introduction of the Massey-Omura al-
gorithm [6], which is based on the normal basis representa-
tion of the �eld elements. One advantage of the normal basis
is that the squaring of an element is computed by a cyclic
shift of the binary representation. E�cient algorithms for the
multiplication operation in the canonical basis have also been
proposed [5, 3]. The space and time complexities of these bit-
parallel canonical basis multipliers are much less than those
of the Massey-Omura multiplier.

In this paper [4], we present an alternative design for multi-
plication in the canonical basis for the �eld GF(2m) generated
by an all-one-polynomial (AOP). The time complexity of our
design is signi�cantly less than similar bit-parallel multiplier
designs for the canonical basis [5, 3, 1]. Furthermore, we use
the proposed canonical basis multiplier to design a normal ba-
sis multiplier, whose space and time complexities are nearly
the same as those of the modi�ed Massey-Omura multiplier
[2] given for the �eld GF(2m) with an AOP. Nevertheless,
the proposed normal basis multiplier is based on a di�erent
construction from the ones already known, and it has certain
advantages.

II. Conclusions

The time complexity of the proposed canonical basis mul-
tiplier is signi�cantly less than previously proposed similar
multipliers for the �eld GF(2m) generated by an AOP. The
structure of the canonical basis multiplier is very regular: it
consists of m+1 identical modules, and some additional XOR
and AND gates. It is more regular than the Mastrovito multi-
plier, and requires signi�cantly less gate delays. The proposed
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canonical basis multiplier requires m2 AND gates and m2 � 1
XOR gates.

The normal basis multiplier proposed here and the modi�ed
Massey-Omura multiplier [2] require the same number of XOR
and AND gates, which is about half of the number of gates
required by the Massey-Omura multiplier for the �eld GF(2m)
with an AOP. Our design [4] requires only 1 more XOR delay
than the modi�ed Massey-Omura multiplier. Nevertheless, it
is an alternative design, and is based on an entirely di�erent
construction. Another advantage is that it is highly modu-
lar. Since the proposed normal basis multiplier is based on
a canonical basis multiplier, any advances made in canonical
basis multiplication using AOPs can be utilized in this design
to further reduce the complexity or timing requirements.
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